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Abstract
High Harmonic Generation (HHG) involving noble gas targets with high repetition rates

systems has proven successful regarding the significant improvements in electron imaging and
attosecondphysic as well as photoemission spectroscopy. However, optimizing the conversion
efficiency of the process is challenging because many parameters such as driving field intensity,
gas pressure or nozzle diameter can be adjusted, and the highly nonlinear phenomenons involved
in the harmonic generation make the choice not obvious. We study in this thesis all the parame-
ters involved in high repetition rates HHG systems, focusing on ions dynamic, atomic response,
phase matching and absorption. Measurements performed with a femtosecond enhancement
cavity (fsEC) and numerical simulations with COMSOL are presented. A new dynamic nozzle
design as well as a helium mixing technique to improve the conversion efficiency of the HHG
process is also proposed.

Résumé
La génération d’harmoniques d’ordre élevés impliquant des cibles de gaz noble avec des

systèmes à taux de répétition élevés a fait ses preuves en ce qui concerne les améliorations
significatives en imagerie électronique, physique attoseconde et spectroscopie de photoémis-
sion. Cependant, l’optimisation du taux de conversion du procédé est difficile car de nombreux
paramètres comme par exemple l’intensité du laser, la pression du gaz ou encore le diamètre de
la buse peuvent être ajustés, et les phénomènes physiques fortement non linéaires impliqués dans
la génération d’harmoniques rendent le choix non trivial. Dans ce rapport, tous les paramètres
impliqués dans la génération d’harmoniques d’ordre élevés ont été étudiés, en s’intéressant plus
particulièrement à la dynamique des ions dans le plasma, la réponse atomique quantique, les cor-
respondances de phase entre les harmoniques et le fondamental et au phénomène d’absorption..
Des mesures effectuées avec une cavité d’amplification femtoseconde ainsi que des simulations
numériques à l’aide de COMSOL sont présentés. Un nouveau design de buse dynamique et
une méthode de mélange avec de l’hélium est également proposé pour améliorer l’efficacité du
procédé de génération.
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Notations

STP Standard Temperature (T = 0 ◦C) and Pressure (P = 1 atm)
e = 1.602× 10−19 C Elementary electric charge
me = 9.109× 10−31 kg Electron mass
c = 299 792 458 m/s Celerity of light in free space
~ = 1.055× 10−34 m2kg/s Reduced Plank constant
εo = 8.854× 10−12 F/m Permittivity of free space
µo = 1.256× 10−6 H/m Permeability of free space
ηo = 1

εoc
= 376.7 Ω Impedance of free space

Patm = 1013 mbar Pressure at 1 atm
Natm = 2.7× 1025 atoms/m3 Gas density at STP

ω1 Fundamental angular frequency
ωq = qω1 Harmonic angular frequency
q Harmonic order
I(r, z, t) Laser intensity
Io Laser peak intensity
tp Laser pulse length (FWHM)
Ip Ionization potential
Up ∝ I Ponderomotive potential of the laser field
ωo Beam radius of the fundamental
PCav Intracavity average power

f(t) = exp
(
−2ln(2)

(
t
tp

)2
)

Laser pulse envelope

P0 Backing pressure
P (r, z) Gas pressure
η(r, z, t) Ionization fraction
V Gas velocity
lp Nozzle diameter / Interaction length
znoz Nozzle position
δ Difference from unity of the refractive index at STP
σ Absorption cross section
T0 = 293 K Room temperature
Ti = 293 K Ion temperature, taken as the room temperature
Te = 3 eV Electron temperature
µ0
i Ion mobility in his parent gas at STP



Introduction

Since its discovery in 1987 [1], the High Harmonic Generation (HHG) process using noble
gas targets has been widely studied and improved. It has enabled the generation of spatially and
temporally coherent radiation from the vacuum/extreme ultra-violet (VUV/XUV) down to the
soft X-ray region, which has led to significant improvement in electron imaging and attosecond
physics (Fig.1). One of the most charming advantages of HHG sources is their realization on a
table-top, making them particularly attractive as an alternative to large-scale facilities, such as
synchrotrons or free electron lasers, which only offer restricted user access.

Figure 1: Range of electromagnetic spectrum covered by current-generation frequency
combs. High harmonic generation (HHG) provides a way to extend this range to the
VUV and XUV wavelength regimes, which are currently only accessible with synchrotron
sources, from [2].

However the low repetition rate of traditional single-pass HHG sources (1− 500kHz) causes
a variety of problems including prohibitively low data rates and high peak XUV power, which
makes them not ideal for many experiments such as photoemission spectroscopy. In the last
decade, a new type of VUV/XUV femtosecond source has emerged by employing a femtosecond
enhancement cavity (fsEC), reaching repetition rates up-to 100 MHz [3, 4]. However, beside the
benefits of such sources, the high repetition rate creates new challenges that were not encounter
for lower repetition rate. For example, the plasma cloud does not have the time to fully leave
the focus area between two pulses which leads to a higher plasma density in the interaction
region and makes the HHG process less efficient. Another problem is that high repetition rate
HHG requires tight focusing of the peak power driving pulses, and the conversion efficiencies
that have been achieved in this regime are orders of magnitude behind the values that have
been demonstrated with loose focusing [5].

In this work we precisely describe and study all the parameters involved in high repetition
rates HHG systems. We give in Chapter I the basics tools to understand the HHG process,
absorption, gaussian beam and refractive index. The Chapter II is dedicated to the behavior
of the plasma cloud between laser pulses. And after having explained in Chapter III how to
calculate the harmonic output power, we finally describe in Chapter IV the experimental setup
and present some measurements to compare with our numerical simulations.
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I Theoretical basis and preliminary work

I.1 The High Harmonic Generation process

High harmonic generation (HHG) refers to the process of creating vacuum or extreme ul-
traviolet (VUV or XUV) light through a nonlinear interaction of an intense laser field with gas
(Figure.2). The pulses are usually focused in an open gas cell filled with a noble gas, and due to
the extreme non-linear nature of this process, intense femtosecond laser pulses with intensities
on the order of 1× 1014 W/cm2 are needed.

Figure 2: Generation of High Harmonics in a squeezed tube, from [6].

The harmonic order q refers to the ratio between the angular frequency of the harmonic
ωq and the fundamental ω1. Due to symmetry conditions discussed below, q is always an odd
number, and is limited by the ionization potential (Ip) and the ponderomotive potential (Up)
of the system. The harmonics are all generated simultaneously, and a typical obtained spectra
is presented Fig.3(a) ; the cut-off harmonic is defined to be the last harmonic of the plateau,
and can be calculated with a classical model discussed below. The Fig.3(b) is highlighting the
differences on the harmonic spectrum for different gas.

Figure 3: (a)Typical High-Harmonics spectrum. (b)For the same driving field intensity,
using a heavier gas leads to a smaller plateau but a higher conversion efficiency.
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I.1 The High Harmonic Generation process

I.1.1 The three steps model

The generation process with a laser field ~E(t) = ~Eo cos(ω1t) can be described by a semi-
classical three step model [7], first proposed by Corkum in 1993 [8]:

Figure 4: Three step model, from [6].

• Step 1, Tunneling: An electron is bound by the Coulomb potential of an atom. An
incoming intense laser field distorts the potential and allows the tunneling of the electron
through the Coulomb barrier (see II.1).

• Step 2, Acceleration: The freed electron is accelerated away from its parent ion by the
laser field. After half an optical cycle the sign of the laser field reverses, this leads to an
acceleration back towards the ion (see I.1.2).

• Step 3, Recombination: The electron recombines with its parent ion and emits a photon
with its energy being determined by the ionization energy of the atom Ip and the kinetic
energy of the electron gained by its interaction with the laser field (see B.3).

By conservation of energy, the generated photon cannot have energy higher than the sum of
the electron kinetic energy and the ionization potential, the maximum photon energy (cut-off)
is then given by [7]:

Eγ,max = 3.17Up + Ip with Up = e2E2
o

4meω2 (1)

Moreover, the spherical symmetry of the atomic system imply that the symmetry of the electron
cloud must also be spherical. This means that the polarization must satisfy the condition
P (E) = −P (−E). Given the fact that a general non-linear polarization can be described by an
equation of the form [7]:

P (t) = ε0[χ1E(t) + χ2E(t)2 + χ3E(t)3 + ...] (2)

All even electric susceptibilities χ2n have to be zero. And we are left with only the odds har-
monics.

The ionization potential Ip of the most commonly used rare gas are given in Table.1, we
notice that Ip is getting bigger for lighter gas, which imply that, as highlighted in the Figure.5,
the intensity required to generate a given harmonic is higher for heavier gases.
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I.1 The High Harmonic Generation process

Gas Helium Neon Argon Krypton Xenon
Ip [eV] 24.6 21.6 15.8 14.0 12.1

Table 1: Ionization potential of common noble gas.

Figure 5: Required intensity (Icut) to generate harmonic for most common noble gases,
the driving field wavelength is 1050 nm.

I.1.2 Trajectory and phase of the returning electron

In this section, we look deeper into the step 2 and study the behavior of freed electrons
using a classical model. After the ionization at the time t = to, the motion of the freed electron
is governed by the laser field:

meẍ(t) = −eEocos(ω1t) (3)

The momentum p(t) and the position x(t) of the electron are then:

x(t) = eEo
meω2

1
(cos(ω1t)− cos(ω1to) + ω1(t− to) sin(ω1to))

p(t) = −eEo
ω2

1
(sin(ω1t)− sin(ω1to))

(4)

We now define the returning time tr such that x(tr) = 0, and calculate the return kinetic energy
of the electron E = p2(tr)/2me. The Fig.6 gives the impact energy as a function of emission
time.

From this figure we notice that, with the exception of the 3.17 Up maximum impact energy
at time tmax = 18 ◦/ω1 given in Eq. 1, there are two emission times to that give the same impact
energy, one shorter and one longer than tmax. An electron which as been freed at to < tmax is
called a long trajectory electron, and likewise, an electron freed at to > tmax is a short trajectory
electron.

4/71



I.1 The High Harmonic Generation process

Figure 6: Time tr and Kinetic energy at the re-impact on the atom for different electron
emission times, taken from [9].

Long and short trajectory electrons have different phase shift, which can be calculated from
the classical action :

S =
∫ tr

to

Ldt (5)

L = T−V is the Lagrangian, and for high intensities (I � 1× 1014 W/cm2), we can approximate
the Lagrangian L = T , since T ∝ Up � V ∝ Ip, which gives :

S = (−eEo)2

2meω2
1

∫ tr

to

(sin(ω1t)− sin(ω1to))2dt (6)

The phase shift is then calculated with:

Φdipole = −S
~

= αIo (7)

With the following definitions

f(to, tr) = 2ω1

∫ tr

to

(sin(ω1t)− sin(ω1to))2dt

Up = (−eEo)2

4meω2
1

= (−e)2

2meω2
1
ηoIo

α = fo(to, tr)
~ω1

Up

(8)

This classical model gives α ≈ 1 − 5 × 10−14 cm2/W for short trajectory electrons and α ≈
20 − 25 × 10−14 cm2/W for long trajectory electrons. It is in good agreement with quantum
calculations [9, 10, 11]. Also, even for lower intensity (I � 1× 1014 W/cm2) where the potential
V can no longer be neglected on the Lagrangian calculation, it still accurate gives results.
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I THEORETICAL BASIS AND PRELIMINARY WORK

I.2 Pressure and Absorption

I.2.1 The density profile

The pressure P (z, r) in cylindrical coordinate is usually modeled either with a square profile
or a gaussian profile depending on the experimental system we are using. For a nozzle of
diameter lp, and a nozzle outlet position (znoz, rnoz), with r ≥ rnoz we have:

• Gaussian: if we use a basic end-fire nozzle (Fig.7a) with a diameter lp, the density profile
can be reasonably modeled by a two-dimension Gaussian function [9, 12, 13] (C.1):

P (z, r) = Pm exp
(
−(z − znoz)2

2σ2
z

)
exp

(
−(r − rnoz)2

2σ2
r

)
, σz = lp

2
√

2ln(2)
(9)

• Square: If we use a dynamic nozzle (Fig.7b), then the density can be modeled by a square
- gaussian density profile of length lp/m (IV.4.2), where m is an experimentally tunable
parameter.

P (r, z) = Pm exp
(
−(r − rnoz)2

2σ2
r

)
×
(
|z| ≤ lp

2m

)
+ 0×

(
|z| > lp

2m

)
(10)

The diameter σr is due to the high pressure gradient between the gas jet output and the
vacuum chamber, its value has been simulated around σr = 120 µm [12] for lp = 150 µm, but
it strongly depends on the nozzle diameter. More details on end-fire nozzle properties can be
found in [13].

As there is a strong asymmetry between r > 0 and r < 0 in the pressure profile, we consider
in our simulations that P (−r, z) = P (r, z) to make calculations simpler.

Figure 7: (a)Gaussian and (b)square density profile, with a medium length lp = 200 µm,
m = 1. The red line represent the nozzle outlet positon.
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I.2 Pressure and Absorption

I.2.2 Absorption & Beer-Lambert’s law

We now consider the light absorption on the axis z, which is propagation direction of our
laser beam.

The Beer-Lambert’s law
When light go through a medium, The intensity fall off exponentially in the medium with an

assumed constant decay following the Beer’s law [9]:

I(z) = Io exp
(
−α2 z

)
(11)

The absorption coefficient α an be calculated from the extinction coefficient κ (imaginary part
of the refractive index) following:

α = 4πκ
λ

(12)

However κ scale inversely with pressure, so it is common in literature to talk about the absorp-
tion cross section σ, which is only wavelength dependant.

σ = α

ρ
(13)

We also often talk about the absorption length Labs, which correspond to the length when 63 %
of intensity has been absorbed:

Labs = 2
α

= 2
σρ

(14)

Difference between square and gaussian profile
As the pressure along z is not always constant and because α is pressure dependent, The

Beer’s law is no longer true, and we have to write the differential equation for a more accurate
understanding:

∂I

∂z
= −ρ(z)σ

2 I(z) (15)

The atomic density ρ(z) is directly related to the pressure P (z) by the perfect gas law :
P (z) = ρ(z)kBT .

For the same medium length, we plot the output Intensity for square and Gaussian density
profile. And from the figure we note that the square and gaussian density profile leads to nearly
the same final intensity.
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I.2 Pressure and Absorption

Figure 8: (a) Intensity evolution for different absorption length with a Gaussian density
profile. (b) Absorption for a square and Gaussian density profile with Labs = 200 µm.

Wavelength dependence
It has been suggested by Rayleigh that the absorption cross section vary with the wavelength

λ following [14]:
σ ∝ 1

λ4 (16)

Measurements taken in [15, 16] are plotted Fig.9. Even though we notice strong variations, the
overall absorption is in good agreement with the Rayleigh absorption. Note that because of
experimental problem, no measurement has been done for energy lower that 14 eV (ionization
potential of Krypton)

Figure 9: Absorption coefficient of Krypton at STP, λ = 1050 nm, calculated from
refractive index Xray data base [15] and cross section measurement [16].
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I THEORETICAL BASIS AND PRELIMINARY WORK

I.3 Gaussian beam

A Gaussian beam is a solution of the paraxial wave equation, and is a beam of monochro-
matic electromagnetic radiation whose electric field amplitude profiles are given by a Gaussian
function. It gives a good description of most laser beams.

I.3.1 Gaussian beam function

The basic formula of the Gaussian beam electric field with a propagating wavelength λ in
free space is:

E(z, r) = Eo
ωo
ω(z) exp

(
− r2

ω2(z)

)
exp

(
−i(koz + ko

r2

2R(z) − ζ(z))
)
x̂ (17)

With: ω(z) = ωo

(
1 + z

zR

)
the position dependent radius,

R(z) = z

(
1 +

(zR
z

)2
)

the wavefront curvature,

and ζ(z) = arctan
(
z

zR

)
the Gouy phase.

ko = 2π
λ is the wave-vector number, ωo the 1/e2 beam radius, and zR = πω2

o
λ denotes the

Rayleigh range. Here, the electric field is polarized in the x direction, and propagating in the z
direction.

Figure 10: Gaussian beam with radius 20 µm and wavelength 1050 nm. (a)The electric
field |E(z, r)| and (b)the intensity I(z, r) are plotted along axis z and r.

The intensity of the beam is given by I(z, r) = |E(z, r)2|
2ηo

, and if we add the pulse profile
(tp being the FWHM of the laser pulse), the equation becomes:
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I.3 Gaussian beam

I(z, r, t) = Io

(
ωo
ω(z)

)2
exp

(
− 2r2

ω2(z)

)
exp

(
−2ln(2)

(
t

tp

)2
)

(18)

I.3.2 The phase of a Gaussian beam

The gaussian beam acquires a phase as it propagates, and this is given by the second
exponential term in Eq. 17 :

φ(z, r) = koz + ko
r2

2R(z) − ζ(z) (19)

The first term corresponds to the phase shift of a plane wave, the second term adds the effect
of the curvature of the wavefront, and the third term is the Gouy phase. When computing the
phase of a Gaussian beam, it is also possible to use the following expression, b = 2zR being the
confocal parameter [17]:

φ(z, r) = koz + arg
[

1
b+ 2iz exp

(
− kr2

b+ 2iz

)]
(20)

It is important to note that, depending on where in the focus the HHG occurs, the phase
will not be the same. It is also useful to look at the wave vector ~k = ~∇φ and the wave vector
mismatch due to the focus ∆k foc = ko − |~k| (see III.2.1).

Figure 11: Gaussian beam with radius 20 µm and wavelength 1050 nm. (a)The phase
and the (b)wavevector mismatch ∆k foc are plotted along axis z and r.
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I THEORETICAL BASIS AND PRELIMINARY WORK

I.4 Refractive index

I.4.1 Wavelength dependence

Sellmeier equation
For any given material, the refractive index is not a constant with respect to wavelength, and

it has been demonstrated with the dipole oscillator model of the atom [14] that materials has
resonances (Fig.12). The refractive index may have multiple resonances across the vibrational
and optical frequency range, and experimentally, we can model this for different materials using
the Sellmeier equation, which gives:

n(λ)− 1 =
r∑
i=1

Bi
Ci − λ−2 (21)

Where r is the number of resonances, and Bi and Ci are experimentally determined param-
eters. Argon, Krypton and Xenon have 3 resonances, their Sellmeier constant at STP are given
in Table.2.

Figure 12: (a) Example of the Real and imaginary parts (n and κ, respectively) of the
complex index of refraction near resonance, obtained from the classic electron oscillator
model of the dielectric constant [18]. (b) Refractive index as a function of wavelength
for Krypton using Sellmeier equation.

It is useful for us to have Eq.55 in terms of ω. And to match our references we will relabel
this difference from unity, n(ω)− 1 as δ(ω). So then:

δ(ω) =
3∑
i=1

Bi
Ci − ( ω

2πc)2 (22)

Gas Bi[um−2 × 103] Ci[um−2]
B1 B2 B3 C1 C2 C3

Argon 2.5 0.50 52 91 88 214
Krypton 2.5 2.7 62 65 74 182
Xenon 3.2 3.6 61 46 51 113

Table 2: Sellmeier parameter of Argon, Krypton and Xenon
at STP, from [19].
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I.4 Refractive index

Scaling with pressure
The refractive index scales linearly with pressure, so the index can be scaled by P (z, r)/Patm,

and we can write the neutral gas contribution to the refractive index:

δneutral(z, r, t, ω) ≈ P (z, r)
Patm

δ(ω) (1− η(z, r, t)) (23)

δ(ω) is the difference from unity of the refractive index at STP (given by Sellmeier equation).
η(z, r, t) is the ionization fraction, it does change within the pulse duration of the laser, and
decays between laser pulses.

I.4.2 Plasma contribution

The refractive index of plasma can be treated even more simply than the dipole oscillator
model of neutral atoms. It is identical, with the exception that there is no restoring force, as
the electron is free, and consequently there are no resonances. The index is given by the well
known equation

n(ω) =

√
1−

ω2
p

ω2 ≈ 1−
ω2
p

2ω2 (24)

Where ωp =

√
Nee

2

meεo
is defined as the plasma frequency. Note that since we are using a gas

jet, then the number density of electrons Ne is not constant throughout, and also vary with
time, so we need to scale it as follows:

Ne(z, r, t) = η(z, r, t)Natm
P (z, r)
Patm

(25)

The difference from unity contribution to the refractive index from plasma is then [20]:

δplasma(z, r, t, ω) ≈ −P (z, r)
Patm

η(z, r, t) Natme
2

2ω2meεo
(26)

We can now write the final refractive index:

n(z, r, t, ω) = 1 + δneutral + δplasma

= 1 + P (z, r)
Patm

(
(1− η(z, r, t)) δ(ω)− η(z, r, t) Natme

2

2ω2meεo

) (27)

To model phase matching, the ionization fraction is thus far an undetermined variable, and
it is to this that we turn our attention.
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II Ions and atoms dynamic

II.1 Tunnel ionization process

In classical ionization, an electron must have enough energy, so called ionization potential
Ip, to make it over the potential barrier. This can be understood as a process by which a bound
electron, through the absorption of more than one photon from the laser field, is ionized ; this
picture is generally known as multiphoton ionization (MPI). But quantum tunneling also allows
the electron simply to go through the potential barrier instead of going all the way over it (cf
Fig.13).

Figure 13: (a) MPI, in classical ionization, the electron needs an energy Ip to be freed.
(b) The electron is bound by the Coulomb potential of an atom, an incoming intense
laser field distorts the potential and allows the tunneling of the electron through the
Coulomb barrier. Adapted from [21].

In the context of a chemical reaction, the creation of ions from atoms A is given by:

A +N~ω → A+ + e− (28)

The Keldysh parameter γ determines whether multiphoton or tunneling ionization domi-
nates the nonlinear ionization processes. For γ � 1, multiphoton ionization dominates, whereas
for γ � 1 tunneling ionization takes over.

γ =
√

Ip
2Up

(29)

We are working with gaussian laser pulses given by an electric field of amplitude Eo, and
envelope f(t), which is slowly varying on time scales of the tunneling ionization.

~E(t) = ~Eof(t) cos(ω1t+ φo)
with Eof(t) =

√
2ηoI(t)

(30)

I(t) is the instantaneous intensity experienced by the gas and ηo is the impedance of free space.
The ponderomotive enery is proportional to the laser field intensity Up ∝ I(t).
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II.1 Tunnel ionization process

II.1.1 ADK and Yudin rate

Several models exist in literature to calculate the ionization rate of gases in laser fields.
Traditionally, the ADK model [22] developed in the 1960s using quasistatic approximation was
often used for describing tunneling ionization because of his mathematical simplicity. However,
it is limited to the strong field regime and is only valid for γ � 1 which correspond in our work
to intensities I � 1014.

The ADK-theory after Coulomb correction yield the following expression [23]:

WADK = An∗ωp

(
4ωp
ωt

)2n∗−1
exp

(
−4ωp

3ωt

)
(31)

with the definitions

ωp = Ip
~

ωt = eE(t)√
2meIp

n∗ = Z

√
Iph
Ip

An∗ = 22n∗

n∗Γ(n∗ + 1)Γ(n∗)

(32)

While this may be useful for an approximate calculation, the intensity of the fundamental
in the HHG process varies with time, and thus for an accurate description of ionization rate we
look into the Yudin rate [24], which also consider MPI, and is valid for any γ regime.

WYudin = N(t) exp
(
−2ηoe2

~me

I(t)
ω3

1
φ(t)

)
(33)

With the following definitions:

φ(t) = (γ2 + sin2(ω1t) + 1
2) ln(c)− 3

√
b− a

2
√

2
sin |ω1t| − γ

√
b+ a

2
√

2
a = 1 + γ2 − sin2(ω1t)

b =
√
a2 + 4γ2 sin2(ω1t)

c =

(√b+ a

2 + γ

)2

+
(√

b− a
2 sin(ω1t)

)2
 1

2

(34)
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II.1 Tunnel ionization process

The pre-factor to the exponential N(t) is based on matrix-element calculations for the
tunneling and MPI. The equation derived from [24] reads:

N(t) = An∗

√
3κ
γ3C

Ip
~

(
4Ip
~e

√
meIp
ηoI(t)

)2n∗−1

where κ = ln(γ +
√
γ2 + 1)− γ√

γ2 + 1

(35)

C is the Perelomov-Popov-Terent’ev correction [25]. In the high intensity regime γ � 1,
C ≈ 1, and in the low intensity regime, where γ � 1, this factor is approximately C ≈ 1.2√

γ . The
Figure 14 highlight the differences between the ADK and Yudin rate.

Figure 14: Ionization rate of Krypton at t = 0, with a 1050 nm laser. The Yudin model
bridges the perturbative regime with the high intensity regime, ADK and Yudin rate are
the same For I > 1e14. The dashed line correspond to γ = 1.

II.1.2 Ionization evolution during a pulse

Having calculated the ionization rate, the fraction of ionized atoms during the duration of
a pulse can be obtained simply by integrating over the gaussian intensity profile in time:

η(t) = 1− exp
(
−
∫ t

−∞
WYudin(t)dt

)
(36)

The ionization fraction as a function of time, plotted alongside the pulse duration, is given
in Figure 15. Unsurprisingly, the ionization fraction increases with both intensity and pulse
duration. For Krypton, with a pulse duration of tp = 130 fs, the ionization fraction reaches
unity at approximately 2.1× 1014 W/cm2.
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II IONS AND ATOMS DYNAMIC

Figure 15: (a) Ionization rate as a function of time for Io = 2× 1014 W/cm2. (b)
Ionization fraction evolution through the duration of a pulse. The fraction of ionized
atoms per pulse scales quickly with intensity up to unity. Krypton, tp = 130 fs.

II.2 Ions recombination and diffusion

Given atoms initially ionized by the driving field, only a fraction of the electron trajectories
are used in the HHG process (B.3), returning the parent atom to a neutral state. And this
leaves a population of ionized atoms and plasma. In low repetition rate systems (f < 1 MHz),
all the ions have enough time to completely leave the interaction region between 2 pulses, so
we simply consider each pulse independently. However in high repetition rate system like ours
(f = 60 MHz), the exited ions will "see" more than one pulse as they move through the focus,
and it is now important to study how the plasma population evolves between each pulse. There
is two large effects which govern this evolution:

• Recombination: The population of ionized atoms is decaying over time and may recombine
to an excited neutral state (II.2.1)

• Diffusion: Atoms and ions are ejected from the gas jet with a certain velocity (which
depends on the gas) [9] and the plasma cloud also expand as it continues to move away
from the focus (II.2.2).

A last thing to consider is that atoms that went through the recombination process remain
in an excited state until the next pulse. Since an excited state has a lower ionization energy, its
probability of being ionized on the next pulse is higher than the ground state. (II.2.3).

We will consider in our study that imbalances in the fluxes and densities between electrons
and ions are negligible, thus the ion and electron density at a given position and time are always
equal: ρe = ρi = ρ.
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II.2 Ions recombination and diffusion

II.2.1 Three body recombination rate

There are many channels in which ionized Hydrogen-like atoms can return to a neutral state,
each with their own rate that is determined by the environment [26] (see C.2 for more details).
In our system, we have a high density of plasma and neutral atoms in the region, and in this
regime it has been demonstrated that the three-body collisional recombination stabilized by an
electron is the dominant process [9]: A+ + e+ e→ A∗ + e

With the rate at electron temperature Te given by [27]:

ΓTBR,e− = Γoρ2 with Γo = 1.1× 10−20 T−9/2
e m6/s (37)

It has been demonstrated in [9] that the electron temperature for our system is around Te = 3 eV.
The density of electrons is then given by:

∂ρ

∂t
= ΓTBRρ = −Γoρ3 (38)

This differential equation has an analytic solution:

ρ(t) =
(

2Γot+ 1
ρ2
i

)− 1
2

ρi = ηi
P

kBT0
(39)

The initial electron density is calculated from the Yudin ionization fraction ηi = η(∞) in Eq.36.
We also define the plasma half-lifetime t1/2 (which is the time when half of the plasma has
decayed):

t1/2 = 3
2Γoρ2

i

(40)

The time evolution of the ionization fraction for different ηi, and the pressure dependence
on the plasma lifetime is plotted Fig.18.

Figure 16: (a) Time evolution of the ionization fraction for P = 500 mbar and (b)
Pressure dependence of the three-body recombination half time for different ηi.

These figures emphasise how important the initial conditions are on the plasma decay : For
a high ηi at P = 500 mbar, more than half of the ions returned to the neutral state, whereas
it’s nearly none for a low ηi. Similarly, the pressure has a strong impact on the recombination.
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II.2 Ions recombination and diffusion

II.2.2 Ambipolar diffusion

The electrons that have sufficient energy to leave the focus will leave behind a positive
charge density of ions and create a charge gradient in the plasma. The electric field that results
will then draws the ions away from the focus and the net result is that both ions and electrons
will stream outward at the same speed (Fig.17).

Figure 17: (a) The electric field (red arrow) ionizes the atoms, allowing the energetic
electrons to leave the focus while the ions remain. (b) The resulting electric field from
the repulsion of the ions (red) and electron-ion attraction (green) moves the ions out
of the focus. Taken from [9].

If we assume that imbalances in the fluxes and densities between electrons and ions are very
small, we can write ρi = ρe = ρ, and the density then follow the diffusion equation [proof] (note
that we are interested only in the diffusion on the r axis, since it’s negligible on the z axis):

∂ρ

∂t
= −Dα

∂2ρ

∂r2 (41)

Dα is the ambipolar diffusion coefficient: Dα = Di

(
1 + Te

Ti

)
Di is the ion diffusion coefficient in his parent gas (Einstein relation): Di = µikBTi

e

µi is the ion mobility in his parent gas (scale inversely with P [28]): µi = µ0
i

Patm
P

So in the end we have :
Dα = Patm

P

(
kBTiµ

0
i

e

)(
1 + Te

Ti

)
(42)

µ0
i is the mobility of ions in their parent gas at STP (Table 3). The ion temperature is taken

as the room temperature Ti = 293 K and the electron temperature is taken as Te = 3 eV [9].

Gas Argon Krypton Xenon
µ0
i [m2/Vs] 1.4× 10−4 1.0× 10−4 6× 10−5

ref. [29] [29, 30] [28, 30]

Table 3: mobility if ions in their parent gas at STP
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II.2 Ions recombination and diffusion

As we did for the recombination, we can define a diffusion half lifetime t1/2, which correspond
to the time when the ionization fraction at the focus decreased by a factor of two. Unlike the
recombination, the diffusion doesn’t depends on the initial ionization fraction, but does depends
on the gas.

Figure 18: (a) Time evolution of the ionization fraction at the focus for different
pressure in Krypton and (b) Diffusion half time as a function of pressure for different
gas.

It is now clear that for low pressure, the diffusion will dominate the plasma dynamic, whereas
for high pressure, it will be determined by the recombination (t1/2 < 17ns).

II.2.3 Metastables atoms dynamic

Now that we have studied the ions A+ behavior, we know that some of them will recombine
into excited neutral atoms A∗. However metastable atoms may also decay into lower energy
states. In this section we summarize the behavior of the metastable atoms in our system, a
detailed study is presented in C.2.

Recombination and diffusion
The timescale of the recombination of metastable hydrogen-like atoms is in the order of

100 ns − 1 µs [31, 32, 33], which is much higher than the time between 2 pulses (17 ns). Also,
as metastable atoms are neutral, they are not attracted away by electrons, so they diffuse very
slowly and its negligible.

Ionization of metastable atom
The ionization potentials of excited states are much lower than the one of the ground state

(around Ip = 4 eV for the less energetic metastable atoms [34]), which makes them very likely
to ionize. Calculation with the Yudin rate (II.1.1) show that the ionization probability on the
next pulse is 1. thus for our study we will consider that all of the metastable atoms are ionized
on each pulse, even if they are far from the focus.
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II.2 Ions recombination and diffusion

II.2.4 Final ion density

To describe the evolution of the plasma cloud, we simply merge the two differential equations
studied before:

∂ρ

∂t
= −Γoρ3 −Dα

∂2ρ

∂r2 (43)

Once we know ρ(t), the metastable atoms density ρ∗(t) is calculated with:

ρ∗(t) = Γo
∫ t

0
ρ(t)3dt (44)

The Figure.19 is an example of the ions and metastable atoms density time evolution with an
initial single pulsed ionized gas (which can be considered gaussian for Io < 1.7× 1014 W/cm2).
To emphasize both diffusion and recombination, we take a low pressure (fast diffusion) and
a high intensity (fast recombination) : I = 1.65× 1014 W/cm2 and P = 60 mbar, the initial
ionization fraction after one pulse at the focus is η = 73 %.

Figure 19: (a)Ionization fraction and (b)Metastable atoms fraction as a function of
time between the first and the second pulse, the ionization and metastable atoms (c)
fraction at the focus and (d) FWHM are also plotted. I = 1.65× 1014 W/cm2 and
P = 60 mbar.
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II IONS AND ATOMS DYNAMIC

II.3 Ionization of multiple pulsed gas

II.3.1 Gas velocity and pressure

Because a high gas velocity in the focus area will remove the ions quicker than a low gas
velocity, and thus lead to a lower ionization fraction, it is crucial to study the gas velocity at
the outlet of the nozzle. A typical nozzle shape used in HHG experiment is shown Fig.20, from
the figure we can already see that the backing pressure Po is not the same as the pressure at
the outlet P ∗.

Figure 20: Typical nozzle shape used in HHG experiment. Taken from [9].

The backing pressure P0 ≈ 1 bar being much higher than the pressure in the chamber
Pvac ≈ 1× 10−5 bar, the gas velocity on the outlet is the speed of sound in the gas [9] (the
speed of sound in an ideal gas depends only on its temperature and composition):

Vs = γRsT
∗ (45)

T ∗ is the temperature of the gas at the outlet.
γ = cp/cv is the Laplace constant of the gas.
Rs = R/M = cp − cv is the ideal gas constant R divided by the molar mass of the gas M .
cp is the specific heat capacity at constant pressure of the gas.
cv is the specific heat capacity at constant volume of the gas.

The speed of the gas can also be written [9]:

Vs =
√

2cp(T0 − T ∗) (46)

from Eq.45 and 46 we can deduce the temperature and the pressure at the outlet:

T ∗ = T0
2

γ + 1 P ∗ = P0

(
T ∗

T0

) γ
γ−1

(47)

The calculation gives T ∗ = 0.75 × T0 and P ∗ = 0.49 × P0 for noble gases. It means that the
backing pressure that we are able to experimentally measure is not the same as the actual
pressure used in the HHG process.
Table 4 gives the calculated speed of sound for different gas.
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II.3 Ionization of multiple pulsed gas

Gas Helium Argon Krypton Xenon
γ at 20 ◦C 1.66 1.67 1.68 1.66

cp [J g−1 K−1] 5.2 0.52 0.25 0.16
Vs [m s−1] 880 280 194 153

Table 4: Laplace constant γ, heat capacity cp and sound
velocity Vs of noble gases.

After the outlet
We just showed that the pressure after the outlet is two times smaller than the backing

pressure Po. However, because it is hard to experimentally place the nozzle outlet precisely at
the focus r = 0 (rnozzle = −100± 50 µm), the distance between the nozzle outlet and the laser
focus may have strong consequences on the actual gas pressure P and gas velocity V used in the
experiment. As we studied in I.2, the pressure drop with a gaussian profile after the outlet, and
it is reasonable to predict Po = 2 - 10 × P . Fluid flow simulations in [9] and C.1 also suggest
that the gas velocity can increase up-to V = 2Vs after the nozzle outlet.

II.3.2 Simulation result

Now that we know how atoms and ions evolve between each pulse, we can study the behavior
of our system after several pulses. Fig.21 is a video showing the time evolution of the ionization
fraction in the focus area. Every 17 ns, a new pulse arrive and ionizes more atoms. The gas
velocity being around V = 250 m/s for Krypton, atoms will "see" about 8 pulses before they
leave the focus area (±ωo). The interaction length is taken as lp = 500 µm to make the figure
clearer.

Figure 21: Ionization fraction evolving as a function of time for the first 20 pulses,
the 1/e2 focus area is delimited by the dashed line. Krypton, V = 250 m/s, Io =
8× 1013 W/cm2, Po = 500 mbar, lp = 500 µm, f = 60 MHz.
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II.3 Ionization of multiple pulsed gas

In this calculation we do the assumption that the pressure P (r, z) is not affected by the ions
diffusion. Since we usually work with an ionization fraction lower than 10 %, it is realistic.

In the plot we first notice that the diffusion is faster on the sides, it is because the pressure
on the sides is lower than in the middle (gaussian density profile). Simulations show that the
ionization fraction in the focus area always stabilise after the first pulsed atoms reach ∼ 2.5ωo
(50 µm in our case), we can then talk about the "final ionization fraction" ηf , defined as the
ionization fraction just after a pulse when the loop state is reached. in our case, the gas velocity
being around V = 250 m/s, the ionization fraction reach the loop state after 12 pulses. We now
have the tools to study the behavior of our system for different gas pressure and gas velocity.

Pressure dependance
As studied in II.2.2, the diffusion coefficient scale inversely with pressure, which mean that

increasing the pressure should lead to a higher resulting ionization fraction. The Fig.22 plot
the final ionization fraction as a function of pressure for different gas velocity.

Figure 22: Ionization fraction after 16 pulses depending on pressure for different gas
velocity. The peak intensity is Io = 8× 1013 W/cm2 which correspond after a single
pulse to η = 3.21 % at the focus for Krypton.

From the figure we can see that, after a certain pressure, the ionization fraction always sat-
urate to a limit ionization fraction ηlim. This is when the diffusion become negligible compared
to the gas velocity, and it is important to note that ηlim strongly depends on the gas velocity
V . We can see that the gas velocity doesn’t have the same impact on the phase matching for
different pressure. Indeed, for very low pressure, the final ionization fraction is the same for all
gas velocity, but after 25 mbar, it start splitting on the gas velocity play a more important role.
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II.3 Ionization of multiple pulsed gas

The importance of gas velocity
It is now clear that increasing gas velocity can significantly decrease the resulting ionization

fraction (cf Fig.22). As the ionization fraction always saturate after a certain pressure, we can
plot ηlim as a function of V.

Figure 23: Limit ionization fraction as a function of gas velocity (the pressure is taken
as 500mbar for the plot). The peak intensity is Io = 8× 1013 W/cm2 which correspond
after a single pulse to η = 3.21 % at the focus for Krypton.

This figure emphasize how changing the gas velocity can impact the phase matching. In-
creasing V from 200 m/s to 400 m/s decrease the ionization fraction by nearly a factor of 2,
whereas increasing from 400 m/s to 600 m/s doesnt have a significant impact.
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III Harmonic amplitude calculation

It has been demonstrated from Maxwell equations that the on axis harmonic field amplitude
can be calculated by solving the differential equation [9, 35]:

∂Eo(z)
∂z

= −ρ(z)σ
2 Eo(z) + i

µocωq
2 Aq(z)ρ(z)[1− η(z)]ei∆φ(z) (48)

This differential equation is composed of two terms: the first one is the decaying due to
absorption (see I.2.2) and the second term is the harmonic growing depending on the dipole
response Aq and the phase matching ∆φ. The [1 − η(z)] is added because only the neutral
atoms participate to the harmonic generation.

III.1 Dipole response

In this section, we numerically solve the 1D time dependent Schrodinger equation (TDSE)
to calculate the amplitude of the atomic response Aq.

Let’s consider a ground state valence electron subjected to a potential V = Vatom + Vfield:

• Vfield(x, t) = −exEof(t)cos(ω1t) is the oscillating potential of the driving field.

• Vatom(x) = − 1
4πεo

e2√
x2 +X2

o

is the Coulomb potential of the atom.

Xo is the depth of the Coulomb potential (Table.5) and is defined as the position where the
ground energy state Eg = −Ip. The ground state wave function is assumed to be [9]:

ψ(x, 0) = 1√
2Xo

sech
(
x

Xo

)
(49)

Gas Argon Krypton Xenon
Xo [au] 1.20 1.365 1.625
Xo [pm] 63.5 72.2 86.0

Table 5: Calculated potential depth of Argon, Krypton and
Xenon, (1 au = 5.29× 10−11 m).

The electron wavefunction φ(x, t) evolution can be calculated solving the TDSE, p = i~ ∂
∂x

being the momentum operator:

i~
∂ψ(x, t)
∂t

= p2

2me
ψ(x, t) + V (x, t)ψ(x, t) (50)

The TDSE is solved using the split-step Fourier method (SSFM) [36, 9]: φ(x, t+ dt) = F
(
ψ(k, t)e− i

~V (x,t)dt
)

ψ(k, t+ dt) = F−1
(
φ(x, t+ dt)e−

i~
2me

k2dt
) (51)

To avoid the interferences of the long and short trajectories, we use absorbing boundary
condition to decrease the amplitude of the long trajectory (see B.2).
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III.1 Dipole response

An example of the time evolution of the electron wavefunction in space and momentum
domain is ploted Fig.24 , the peak intensity is set high (Io = 2× 1014 W/cm2) and pulse length
short (tp = 20 fs) to make the oscillations from the laser field clearly visible.

Figure 24: Time evolution of the probability density of the electron in (a) the space
domain and (b) the momentum domain. Krypton, λ = 1050 nm, tp = 46 fs and
Io = 2× 1014 W/cm2

Once we have the electron wavefunction, we can calculate the acceleration of the dipole
moment via Ehrenfest’s theorem [37, 38, 39] (more details in B.1):

dA(t) ∝
〈
ψ(x, t)

∣∣∣∣−∂V (x, t)
∂x

∣∣∣∣ψ(x, t)
〉

(52)

And the spectrum of the dipole response amplitude is finally obtained by the Fourier trans-
form: A(ω) = ω−2|F(dA)(ω)|, the dipole response of the qth harmonic is taken as Aq = A(ωq).

Pulse length dependence
The dipole response amplitude spectra is plotted for different pulse lengths (Fig.30). Increas-

ing the pulse length doesn’t lead to significant higher dipole amplitude, however, it makes the
peaks narrower.

Figure 25: Harmonic spectra for different pulse length with Krypton at 1050 nm, a
longer pulse length leads to a narrower peak. The peak intensity is 7× 1013 W/cm2.
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III.1 Dipole response

Intensity dependence
The harmonic spectra is plotted for different intensities (Fig.26). For a given harmonic, the

dipole response shows a strong dependence on the peak intensity, but after a certain value,
increasing the peak intensity does not further increase the dipole power, and only leads to the
generation of higher harmonics.

Figure 26: Harmonic spectra for different peak driving field intensities (in W/cm2).
Krypton, tp = 100 fs, λ = 1050 nm.

The dipole response amplitude of the odd harmonics as function of the peak driving field
intensity is plotted Fig.27. This figure allows us to have a better understanding of how the
dipole response scales with intensity. Indeed, after a fast increasing, all the harmonics seem to
"join" the same curve before the dipole response saturate. For a more accurate understanding,
we define three scaling regimes as follow :

Figure 27: Dipole response amplitude of the odd harmonics as function of the laser
peak intensity. Krypton, tp = 100 fs, λ = 1050 nm.
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III.1 Dipole response

Regime: "fast" Aq ≈
(
Io
Icut

)10
, "slow" Aq ≈

(
Io
Isat

)4
and saturated Aq = cst.

Figure 28: Peak intensity dependent dipole
response amplitude of the 9th, 19th and 41th
harmonic, highlighting the different regimes
described on the left.

• Low harmonic (Icut = 0):
Aq "slowly" increase to the saturated dipole
response, which is set to 1 in the plot, and
then stay constant.

• Medium harmonic (0 < Icut < Isat):
Aq "rapidly" increase until I = Icut, then
"slowly" increase to the saturated dipole re-
sponse, and then stay constant.

• High harmonic (Icut > Isat):
Aq "rapidly" increase to the saturated dipole
response, and then stay constant.

Each harmonic has a different cutoff inten-
sity Icut which is calculated from Eq.1 (see
I.1.1), on the other hand Isat seems to be
the same for all harmonics, but has no
simple theoretical explanation. For kryp-
ton Isat ≈ 5× 1013 W/cm2. The numbers
10 and 4 of the "fast" and "slow" regime
are actually slightly different for each har-
monic : It increases for higher harmonic or-
der.

For Io < Isat, these results are in good agreement with the study [40], which calculated the
dipole moment quantum mechanically and averaged over quantum interferences. However, the
method used in our study, first presented in [37], predict a saturation after Io > Isat.
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III HARMONIC AMPLITUDE CALCULATION

III.2 Phase matching

The harmonic field is created by the fundamental field, but as the two fields propagate, their
phases can become mismatched. Because the amplitude of the generated field is maximized when
the phase mismatch is zero, the phase mismatch limits the efficiency of harmonic generation.
Thus we want the phase of the harmonic field to match that of the fundamental field over
the longest possible interaction length, allowing for constructive interference and the maximum
harmonic amplitude.

Summary

So far we have discussed all contributions to phase mismatch in the HHG process, and will
summarize quickly before proceeding to the next step.

Dipole moment of the electron (I.1.2)
The dipole moment contribution comes from the electron ionization time. Given any photon

energy there are two instances in the laser field (the maximum and the minimum) where the
tunneling probability is the greatest. These give rise to long and short trajectory electrons
respectively. The subsequent phase shift is

Φdipole(z, r) = αI(z, r, t) (53)

This phase linearly dependent on the intensity profile of the fundamental laser pulse. As we are
experimentally interested only in the short trajectory, we will work with α = 2× 10−14 cm2/W
for the whole following study.

Tightly focused Gaussian beam (I.3)
To create the high intensities necessary for HHG to take place, a tight-focusing geometry is

aligned with the position of the gas jet. The phase of a tight focused Gaussian beam changes
dramatically through the focus , and is given in free space by

φ(z, r) = kz + k
r2

2R(z) − ζ(z) (54)

Index modification by neutral atoms and plasma (I.4)
The neutral gas and the plasma modify the index of refraction away from unity, and is

dependent on both pressure and the ionization fraction. We use the phenomenological Sellmeir
equation to describe the neutral atoms, and obtain

n(z, r, t, ω) = 1 + P (z, r)
Patm

(
(1− η(z, r, t)) δ(ω)− η(z, r, t) Natme

2

2ω2meεo

)
(55)

The pressure P (z, r) is studied in I.2 and the ionization fraction η(z, r, t) in II
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III.2 Phase matching

III.2.1 Expression

The phase matching ∆φ is defined as the phase mismatch between the harmonic and the
fundamental:

∆φ = qφ1 − φq (56)

Both the fundamental and the harmonics are Gaussian beams, however they do not necessarily
have the same beam radius. The phase shift of a Gaussian beam with a refractive index n is
the same as a Gaussian beam in free space but considering a wavelength of λ/n instead of λ.
For clarity we define :

φfoc(ω) = ω

c

n(ω)r2

2R(z, ω) − arctan
(

z

n(ω)zR(ω)

)
with R(z, ω) = z

(
1 +

(
n(ω)zR(ω)

z

)2
) (57)

We also have to consider that the harmonics have a phase shift from the atomic response Φdipole.
The phase of the fundamental and the harmonic are:

qφ1 = qk1n(ω1)z + qφfoc(ω1) + Φdipole − qω1t

φq = kqn(ωq)z + φfoc(ωq) − ωqt
(58)

The phase mismatch can then be written (note that the time phase shift cancel each other):

∆φ = ∆φDisp + ∆φfoc + Φdipole

with ∆φfoc = qφfoc(ω1)− φfoc(ωq)
and ∆φDisp = kqz[n(ω1)− n(ωq)]

(59)

When we are close to the axis (r ≈ 0), we have qφfoc(ω1) � φfoc(ωq), that is why the phase
from the harmonic focusing is always neglected in literature [17, 5, 41, 42]. Using the refractive
index expression in Eq.55. We can write the phase mismatch due to dispersion:

∆φDisp = kqz
P (r, z)
Patm

(
(1− η(z, r, t))[δ(ω1)− δ(ωq)]− η(z, r, t)Natme

2

2meεo

[
1
ω2

1
− 1
ω2
q

])
(60)

For high harmonic order, we can simplify, defining ∆δ = δ(ω1)− δ(ωq):

∆φDisp = kqz
P (r, z)
Patm

(
(1− η(z, r, t))∆δ − η(z, r, t)Natme

2

2meεo

1
ω2

1

)
(61)

It is also useful to introduce the norm wavevector mismatch [17] ∆k = |~kq| − q|~k1|, where
~k = ~∇φ (Note that ~kq and ~k1 are not necessarily co-linear). A small ∆k indicate a small
phase mismatch change as the beam propagates, which usually lead to an efficient harmonic
generation. In literature the norm ∆k and the coherence length Lcoh = π

∆k are commonly used
to talk about phase matching in HHG. The Figure 29 plot the coherence length for different
intensities and pressure, it gives a first understanding on how these parameters affect the phase
matching, more details are discussed below.
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III.2 Phase matching

Figure 29: The Coherence length Lcoh is plotted along axis z and r for different
intensities and pressure. For I = 6× 1013 W/cm2, increasing the pressure improve the
phase matching near the focus, but for I = 1× 1014 W/cm2, increasing the pressure
makes it worse. 21st, Krypton, λ = 1050 nm, ωo = 19.6 µm, tp = 130 fs, lp = 200 µm.

III.2.2 Phase matching pressure and critical ionization
We study in this section how the phase matching is affected by the pressure and the ioniza-

tion fraction (the ionization fraction being strongly correlated to intensity).

Critical ionization fraction
For a better understanding of Eq.61 we define the "critical ionization fraction" ηc [43], which

is the ionization fraction such that ∆φDisp = 0.

ηc =
(

1 + Natme
2

2meεoω2
1∆δ

)−1
(62)

It is important to note that ηc depends on the gas and the harmonic order (Table 6).
We can now write:

∆φDisp = kqz
P (r, z)
Patm

∆δ
(

1− η(z, r, t)
ηc

)
(63)

Table 6 gives the calculated critical ionization fraction for different gas and harmonics

Argon Krypton Xenon
21st 4.1 5.1 6.4
23th 3.5 4.6 6.1

Table 6: Calculated critical ionization fraction ηc[%] of Argon,
Krypton and Xenon for the 21st and the 23th harmonic.
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III.2 Phase matching

Phase matching at the focus
On the z axis (r = 0), ~kq and ~k1 are colinear, so we can write [5]:

∆k = |~kq − q~k1|

∆k = ∆kDisp + ∆kfoc + ∆kdipole
(64)

With ∆kDisp = ∂

∂z
∆φDisp, ∆kfoc = ∂

∂z
∆φfoc, ∆kdipole = ∂

∂z
Φdipole

At the focus (r = z = 0), we have ∆kfoc = − q
zR

and ∆kdipole = 0.
Also if we consider that ~∇η(0, 0) ≈ ~0, then we can right:

∆k(0, 0) = kq
P

Patm
∆δ
(

1− η

ηc

)
− q

zR
(65)

P and η are the pressure and ionization fraction at the focus.
∆δ being positive, from this last relation it is now clear that a "perfect phase matching pressure"
Popt (such that ∆k = 0 at the focus) will exist only if η < ηc:

Popt = Patm

k1zR∆δ
(

1− η
ηc

) (66)

ηc is the ionization fraction where Popt reach infinity, hence its name. For a ionization higher
than the critical ionization, increasing the pressure only makes the phase matching worse at the
focus.

Figure 30: Calculated perfect phase matching pressure for the 21st harmonic in Krypton
at λ = 1050 nm.
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III.2 Phase matching

Phase matching plateau
It is important to consider that Harmonics are not generated in a single point, but along the

interaction region, which is determined by the nozzle diameter (see I.2). If the phase matching is
good at the focus but bad 30 µm after the focus, it eventually leads to a bad harmonic amplitude
output. The Fig.31 highlight the different phase matching plateaus that we can find depending
on the intensity. We notice that even though there is a perfect phase matching pressure for
higher intensity, the phase matching plateau is smaller, which lead to a less efficient HHG.

Figure 31: On axis pressure dependent phasematching for different peak intensities, the
interaction region is delimited by the dashed lines (lp = 200 µm). The phase matching
plateau is getting smaller for higher intensities. Krypton, λ = 1050 nm, ωo = 19.6 µm,
tp = 130 fs, q = 21.
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III HARMONIC AMPLITUDE CALCULATION

III.3 Results of the simulation

Now that we have understood the microscopic (dipole response) and the macroscopic (phase
matching) phenomenons involved in the High Harmonic Generation process, we are able to
calculate the on-axis generated harmonic amplitude using Eq.48.

III.3.1 Phase-matching and absorption impacts on HHG

The importance of phase-matching
The figure below shows the harmonic amplitude growth on z axis for different phase matching

configurations. It is now clear how a bad phase matching can lead to an inefficient harmonic
generation.

Figure 32: Phase matching and harmonic amplitude growth on axis for two different
intensities. Krypton, V = 300 m/s, P = 300 mbar, λ = 1050 nm, ωo = 19.6 µm,
tp = 130 fs, lp = 200 µm, q = 21.

The final amplitude is around 1× 1015 in both case, however the dipole response is around
5 times higher for I = 1× 1014 W/cm2 than I = 5× 1013 W/cm2. So if the phase match-
ing conditions were the same for both cases, the output would have been much higher for
I = 1× 1014 W/cm2, but the bad phase-matching in the second case create destructive inter-
ferences and leads to a smaller output.

The decreasing in the first case is caused by absorption, the harmonics created near the
focus are absorbed by the medium, and because the phase matching is worse on the side, less
harmonic power is generated.
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III.3 Results of the simulation

The importance of absorption
To understand how important the role of absorption is in the High harmonic generation, we

compare the medium length Lmed = lp with the absorption length Labs (see I.2.2). As highlighted
in the Fig.33, if the absorption length is too small, Harmonic created at the beginning of the
interaction region will be fully absorbed by the medium and will not participate to the harmonic
output.

Figure 33: Absorption through a medium (blue) for different absorption length (square
density profile).

It is now clear that only the harmonics created after z = Lmed−Labs will cross the interaction
region with less than 63 % loss. It means that, for Labs << Lmed, only the phase matching in
the last part of the medium will actually matters. It is a problem because, due to the high
pressure gradient near the gaussian tail, the phase matching is usually bad on the sides of the
interaction medium (Fig.31).

III.3.2 Harmonic amplitude scaling

Scaling in ideal cases
The ideal case for most efficient frequency conversion occurs when there is no absorption

(σ = 0) and a perfect phasematching (∆k = 0). In this case, the harmonic signal increases
quadratically with the medium length and pressure [44]:

Iq ∝ A2
q (P lp)2 (67)

For a high absorption (Labs << lp), harmonics are created only in the last part of the
interaction region. with a perfect phase-matching, we have:

Iq ∝ A2
q (P Labs)2 ∝ A2

q (68)

If we consider that the absorption is negligible (Labs >> lp), which is the case for higher
harmonic and low pressure, we have [5]:

Iq ∝ A2
q sinc2

(
∆k lp

2

)
(69)

While it is impossible to modify the value of σ unless we change gas or harmonic, we can
on the other hand adjust experimental parameters (pressure, intensity, interaction length, etc..)
to try getting perfect phase-matching.
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III.3 Results of the simulation

Scaling with the peak intensity
Increasing intensity leads to a higher dipole response but also eventually to a worse phase

matching (because of the ionization fraction). The Fig.34 plot the harmonic amplitude in func-
tion of the peak intensity for different pressure.

Figure 34: Harmonic output amplitude as a function of intensity for different pressure
in (a) linear and (b) log scale. The dashed lines represent the harmonic output for a
perfect phase-matching to highlight the limitations due to absorption. V = 200 m/s,
tp = 130 fs, lp = 150 µm, q = 21, Krypton.

For low intensities, the dipole response is very sensitive to the intensity, which explain the
fast increasing of the harmonic amplitude until Io = 5 W/cm2 ; for higher peak intensities, the
dipole response saturate and the harmonic amplitude only depends on phase matching condi-
tions. These calculation suggest that a maximum amplitude output is obtained for an optimum
intensity, around Io = 7 W/cm2 in our experiment. It is in good agreement with measurement
from [45]. The Fig.35 plot the harmonic amplitude for different harmonic order.

Figure 35: Harmonic output amplitude as a function of intensity for different harmonic
in (a) linear and (b) log scale. . V = 250 m/s, tp = 130 fs, lp = 150 µm, P = 500 mbar,
Krypton.
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III.3 Results of the simulation

Scaling with pressure
Increasing the pressure leads to an increasing in the harmonic growth as well as a decreas-

ing due to absorption (Eq. 48), and also leads to significant changes in the phase matching.
Therefore, it is not obvious what is the optimum pressure for our system. The Fig.36 plot the
harmonic amplitude as a function of pressure for different peak intensity and harmonics.

Figure 36: Harmonic output amplitude as a function of pressure for (a) different
intensities and (b) different harmonics. The dashed lines represent the harmonic output
for a perfect phase-matching to highlight the limitations due to absorption. V =
250 m/s, tp = 130 fs, lp = 150 µm, Krypton, (a) q = 21, (b) Io = 6× 1013 W/cm2.

As the pressure increase, the absorption length Labs ∝ 1/P decrease and when Labs << lp,
harmonics are created only in the last part of the interaction region. But in the same time the
harmonic intensity also grows faster (Iq ∝ (P Labs)2), in the end these two phenomenon cancel
each other and the harmonic amplitude only depends on phase-matching. The decreasing after
P ≈ 500 mbar is due to bad phase-matching on the tail of the gaussian density profile.

On Fig.36b, we notice oscillations for lower harmonics. It is because the absorption length
is longer for lower harmonic (I.2.2), and as discussed in III.3.2, harmonics grow following Iq ∝

A2
q sinc2

(
∆k lp

2

)
for negligible absorption. It is in good agreement with measurement in [5].

Note that ∆k is proportional to pressure and ionization fraction, so there is changes in the
oscillations period as we ramp up the pressure or the intensity.
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III.3 Results of the simulation

Scaling with the interaction length
Increasing the interaction length will generate more harmonics but a part of it will be absorbed

and it will also make the phase matching less homogeneous along the medium. The Fig.37 plot
the harmonic amplitude as a function of the interaction length for different pressures, a pressure
dependence plot for different interaction length is also shown. The dashed lines represent the
harmonic output for a perfect phase-matching to highlight absorption limitations.

Figure 37: Harmonic output amplitude as a function of (a) interaction length and (b)
pressure for different (a) pressure and (b) interaction length. The dashed lines represent
the harmonic output for a perfect phase-matching. V = 250 m/s, tp = 130 fs, q = 21,
Io = 6× 1013 W/cm2, Krypton.

Nozzle position dependence
It may be worth to move the nozzle to a place where phase matching is better, but the dipole

response will decrease, Fig.38 demonstrate how the nozzle position can influence the harmonic
amplitude. The gas velocity is considered constant along the optical axis.

Figure 38: Harmonic output amplitude as a function of nozzle position for different
interaction length, the dashed lines is the harmonic amplitude with perfect phasematch-
ing to highlight the limitations due to absorption. V = 250 m/s, P = 100 mbar,
tp = 130 fs, lp = 150 µm, q = 21, Io = 6× 1013 W/cm2, Krypton.

We can see that for small interaction length, the optimum nozzle position is always z = 0,
and on the other hand, long interaction region leads to a better phasematching in the sides than
at the center.
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III.3 Results of the simulation

Harmonic generation within a pulse
Harmonics are not all created at exactly t = 0 fs but are actually generated during the whole

pulse. As the intensity varies along time (gaussian pulse), two phenomenon occurs:

• The dipole response is directly related to the intensity, so it varies through time

• The phase-matching may change dramatically during the pulse because of the ionization
fraction

It has been demonstrated for single pass HHG in [46] that, because of bad phase matching,
the maximum generated harmonics is not necessary at t = 0 (when the dipole response is the
highest) and can be before or after the peak intensity. Fig.39 is an example of an harmonic
pulse limited by the phase matching.

Figure 39: Computation of temporal evolution of both the coherence length and the
harmonic signal (in arbitrary units). Single pulsed, P = 85 mbar, tp = 350 fs, , q = 55,
Io = 1× 1014 W/cm2, lp = 2 mm, Argon, from [46].

However, while the ionization fraction within a pulse will go from 0 to η in single pass HHG,
it doesn’t change much (< 1%) in high repetition rate systems as the medium is already ionized
before the incoming pulse. Therefore, the changes in the phase matching during the pulse are
most of the time negligible and the harmonic amplitude temporal evolution will mostly follow
the dipole response evolution (Fig.40).

Figure 40: Time evolution of the harmonic
amplitude during the pulse, the dipole response
is plotted in blue dashed line and the laser
pulse in grey dashed line. We notice that
the harmonic pulse has a very similar shape
to the dipole response, which indicate a small
change in the phase matching during the pulse.
V = 250 m/s, P = 500 mbar, tp = 130 fs,
lp = 150 µm, q = 21, Io = 7× 1013 W/cm2,
Krypton.
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III.3 Results of the simulation

Summary of the simulations
We have calculated the harmonic amplitude as a function of different parameters, this table

summarize how to optimize the harmonic output power in each case.

Parameter How to optimize

Peak intensity Io For any configuration, the optimum peak intensity is roughly 7 W/cm2, which
correspond to the intensity when the increasing of the dipole response does not
compensate the destructive effects of the bad phasematching anymore (due to
ions). Changing the gas, the beam radius or the laser frequency would modify
this value.

Pressure P Increasing the pressure indefinitely does not work because it degrades the
phasematching, and also increase the absorption effects. The optimum pres-
sure varies between each configurations (500 mbar−1000 mbar), and it is most
of the time limited by the absorption rather than phasematching.

Interaction length lp For our range of optimal pressure, the best interaction length is in the range
of 50 µm - 120 µm which is smaller than what we can do experimentally.

Nozzle position znoz For low interaction length, znoz = 0 mm is optimum, but as we increase lp,
moving the nozzle away from the focus would improve the harmonic output,

Time t For high repetition rate systems, the highest harmonic power is always pro-
duced close to t = 0 fs

It is important to note that these simulations does not compute the full process, indeed
they are performed only with the on-axis contributions. A full 3D calculation of dipoles and
propagating them into the far field to calculate beam profiles would require much more time
and is nowadays an ongoing research field. However the on-axis calculation is a good approach
to understand the HHG process and still gives accurate results.
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IV Experimental setup & Measurement

IV.1 The femtosecond Enhancement Cavity (fsEC)

The fsEC is used to obtain the required high peak intensity for the HHG process (≈
1× 1014 W/cm2) while at the same time maintaining the desired high repetition rate (Fig.41).
Every photons has to do a complete cavity round between each pulse, and go back to the starting
point exactly at the same time as the arrival of the next pulse. Because of the extreme precision
required on the cavity length, effects such as vibrations or thermal expansion are non-negligible,
and we actively stabilize the cavity length using a control loop with one mirror mounted on a
PZT to continuously adjust the cavity length.

As we studied in II.2, working with a lower frequency would lead to a lower ionization frac-
tion, however, with a frequency f = 60 MHz, the cavity length has to be L = c/f = 5 m, which is
already experimentally challenging. Reducing the laser frequency would result in an increasing
of the cavity length, that is why f = 60 MHz seems to be a good compromise between ionization
fraction and cavity length.

Figure 41: Schematic of a fsEC-based XUV
source using a diffraction grating mirror (GM)
XUV output coupler, a fsEC input coupler (IC)
and a piezo transducer (PZT) used to control
the cavity length [13].

Because residual plasma leads to imperfect mode matching and nonlinear dispersion, the
intracavity average power is limited to few kilowatts (as a too high intensity creates plasma in
the focus area); the enhancement is also limited by the mirrors loss. More details on the fsEC
setup can be found in [12, 47].

The frequency comb mode-locked laser
Ti:Sapphire mode-locked laser oscillator are nowadays widely used in HHG experiment for

their tunability and their ability to generate ultrashort pulses. However, because the average
power of such systems is in the range of 1 W at the full rep-rate of the oscillator, it needs to be
amplified while maintaining the high frequency to correctly seed the fsEC [2].

In our case, the mode-locked laser is realized with a with a low power ( 30 mW) Ytterbium-
doped fiber ring oscillator amplified in a two stage amplifier system comprised of a single-mode
fiber preamp and a Yb-doped photonic crystal fiber power amplifier, providing more than 20 W
of output power. It enables to deliver a higher power than a system based on a Ti:Sapphire
laser, more details can be found in [47, 2].
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IV.1 The femtosecond Enhancement Cavity (fsEC)

The output coupler
Once we are able to generate harmonics in the fsEC, the next step is to extract them from

the cavity. To do so, we use an output coupler [13] which must efficiently couple the XUV out
of the cavity while withstanding the high average power and peak intensity in the fsEC, and at
the same time it must contribute negligible loss and dispersion in the circulating cavity field.
The two output couplers that have been used most successfully in fsECs are the Brewster plate
(BP) and the grating mirror (GM) output coupler (illustrated in Fig.42).

Figure 42: Illustration of (a) Brewster plate and (b) grating mirror XUV output coupler
designs. The out-coupled harmonics are collinear in the BP output whereas they are
spectrally dispersed in the case of the GM [13].

To separate the harmonics from the fundamental, both output couplers rely on the wave-
length difference between the fundamental and the harmonics. The Brewster plate leans on the
wavelength dependence of the reflection coefficient while on the other hand, the grating mirror
is using the differences in the diffracted angle.

The out-coupled harmonics are collinear in the BP output whereas they are spatially sepa-
rated in the case of the GM. However, the Brewster plate leads to nonlinear phase shift and has
a reflection of about only 15 % in the XUV range, moreover a diffraction grating has to be used
after the Brewster plate to separate the harmonics, which imply even more loss. However if the
GM is used in the cavity, it has to be a highly reflecting mirror for the fundamental wavelength,
which is particularly bad as a diffraction grating. The use of a BP in the cavity gives more
freedom on the choice of the GM (which can be more efficient than if used in the cavity), and
we generally end up having a similar photon flux in both cases.
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IV.1 The femtosecond Enhancement Cavity (fsEC)

The harmonic spectra
In our experiment, a grating mirror is used, and we can directly get the harmonic spectra,

projected on a metal plate, coated with a UV phosphor powder (P22) which emits blue light
when exposed to the XUV. However, the grating mirror also create second order diffracted
modes, which can be sometimes as bright as the 1st order (29th harmonic). The harmonic
output intensities are then measured by integrating the color over the height as shown Fig.43
while removing the background signal.

Figure 43: (a) Photo of sodium salicylate phosphor illuminated by 1st and 2nd or-
der harmonics 13–29 and (b) measured harmonic spectra by integrating the color and
removing the noise background, the corresponding theoretical harmonic positions is
also plotted (explained in A.1). The 21st harmonic is missing because it is used for a
photoemission spectroscopy experiment.

The cut-off is clearly visible for harmonics 23th to 29th, the plateau however is not flat, it is
probably caused by the differences in the phase matching and absorption between the harmonics.

As there are two electron trajectories in the atomic response of the HHG process, inter-
ferences between the two sources can occur; however the short and the long trajectories have
different dipole response amplitude [10] and phasematching conditions (I.1.2), thus the long tra-
jectory may also be negligible compared to the short trajectory. This could explain why most of
the peaks are "normal" when the 15th peak has a strange shape. The irregular 15th harmonic
peak shape could be explained by interferences between the long and the short trajectory, which
might be caused by an enhanced atomic response affecting the long trajectory only associated
with krypton that plays a role in this range (it has not be observed with Xenon).
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IV EXPERIMENTAL SETUP & MEASUREMENT

IV.2 Intracavity ionization

Because the process of ionizing the gas target is highly nonlinear, relatively small changes
in the laser intensity can lead to large and very rapid changes in the plasma, and hence cavity
phase, which changes the cavity resonance condition much faster than the control loop can
compensate for ; this leads to instabilities if the feedback loop cannot adequately follow these
resonance shifts. A numerical model has been developed to understand in detail how the
intracavity ionization affects the dynamics of the circulating intracavity pulse [2, 48].

Cavity round trip
Within each round, the electric field is modified by propagation through the interaction region

(temporal dispersion, Kerr loss and plasma response) and the seed pulse is then added to the
circulating field, the model also consider the mirrors loss (details in [2]). The amplification
factor and the intracavity plasma as a function of round trip number is plotted Fig.44.

Figure 44: (a) Amplification factor and (b) plasma density as a function of cavity
roundtrip for different pressure. As the pressure increase, the plasma density increase
and limit the amplification factor. Seed pulse = 500 nJ, ωo = 19.6 µm, λ = 800 nm,
f = 60 MHz, lp = 150 µm, Krypton.

This figure clearly highlights how the intracavity power is limited by the plasma. Since a
higher pressure leads to a higher plasma density, the steady state intracavity power decreases
with pressure.

Figure 45: Pressure dependence of the blue
shift in the cavity. Seed pulse 300 nJ

Blue shift
A blue shift in the cavity spectrum has also been

measured, and it can be explained by the plasma.
A higher plasma density induce more nonlinear
phase shift which result in a blue shift on the cavity
wavelength. As studied before, a higher pressure
creates more plasma, which explain why the blue
shift is increasing with pressure (Fig.45).
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IV.2 Intracavity ionization

Cavity line shapes
It has also been observed that we can optimize the pulse energy by adjusting the detuning

∆ν, defined as:
∆ν = flaser − fcavity (70)

While the laser frequency is not easy to adjust, the cavity frequency can be easily controlled
with a PZT by modifying the cavity length : fcavity = c/L. As emphasized in Fig.46, a non zero
detuning can leads to a better pule energy.

Figure 46: (a) Pulse Energy as a function of detuning and (b) pulse temporal shape
at optimum detuning for different pressure. Seed pulse = 500 nJ, ωo = 19.6 µm,
λ = 800 nm, f = 60 MHz, lp = 150 µm, Krypton.

When gas is introduced at the cavity focus, the lineshape becomes strongly distorted de-
pending on the degree of ionization and the fsEC parameters, a change in the pulse shape is
also noticed. We use in the experiment a method of active stabilization which lead to a locking
at the peak of the line shapes, and no further manual shift is necessary to adjust the optimum
detuning.
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IV EXPERIMENTAL SETUP & MEASUREMENT

IV.3 Measurements & Simulations

Intensity dependence
Measurements of the harmonic power have been performed as a function of cavity transmis-

sion. The intracavity power is given from the calibrated cavity transmission: PCav = K×Ptrans,
where the calibration constant was measured to be K ≈ 1.1× 105. The corresponding peak
intensity can then be calculated with Io = 2.0× 1013PCav (details explained in A.2).

Figure 47: (a) Measured harmonic power as a function of cavity transmission with
Krypton (backing pressure P0 = 1017 mbar) and (b) simulated Harmonic amplitude as
a function of intensity. The simulation is computed with P = 200 mbar, tp = 130 fs,
λ = 1050 nm, ωo = 19.6 µm, lp = 150 nm, f = 60 MHz, V = 250 m/s, Krypton.

The simulation is run with a pressure P around 5 times smaller than the backing pressure P0

because there is a pressure drop at the nozzle outlet (explained in II.3.1). Both simulations and
measurements show a general increasing of the harmonic power as we ramp up the intensity,
and also strong oscillations in the relative amplitude of the harmonics. However oscillations
are very different between simulations and measurements, it can be explained by the instability
of the phasematching and absorption, that can significantly change for a small change in the
pressure (which can not be precisely determined).

However the 27th harmonic has a lower power than other harmonics in the measurements
whereas it is in the same range of power in the simulation results. This is not understood and
it may come from a mistake in the atomic response code.
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IV.3 Measurements & Simulations

Pressure dependence
Because of experimental problems, we haven’t been able to measure the harmonic amplitude

as a function of pressure, thus we will use instead measurement from [5] to compare with our
simulations.

Figure 48: (a) Measured harmonic power as a function of backing pressure [5]. (b)
Simulated Harmonic amplitude as a function of pressure, Io = 1.4× 1014 W/cm2,
tp = 8 fs, λ = 820 nm, lp = 150 nm, ωo = 15 µm, f = 150 kHz, Krypton.

As discussed in II.3.1, to have a good match with the measurements, we take a pressure 3
times smaller than the backing pressure. The simulations are overall in good agreements with
the measurements, particularly concerning the oscillations of the curves, which depends on each
harmonic. However, the differences in the relative harmonic amplitude is not understood, indeed
according to the dipole code, at Io = 1.4× 1014 W/cm2, the dipole response should be saturated
and therefore nearly the same for all harmonics, and as emphasized in the simulations, the low
absorption of the highest harmonics should makes them brighter than lower harmonics.
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IV EXPERIMENTAL SETUP & MEASUREMENT

IV.4 Optimazing the outpout

IV.4.1 Mixing with helium

Mixing with helium
As described in II.3.2, the gas velocity can play a key role in the phase matching. So it has

been suggested to mix the noble gas with Helium to increase the gas velocity [13, 49] (it has been
reported in [49] that a mixture of helium and xenon can lead to an increase in harmonic yield
of 30% over a pure xenon target). This paragraph investigate how to optimize the harmonic
output by mixing the noble gas with Helium.

Given a mixture of pressure Ptot composed of a fraction x of Helium and (1−x) of Krypton,
we can calculated the mixture velocity and partial pressure with a linear law:

PKr = Ptot(1− x) and PHe = Ptotx

Vmix = xVHe + (1− x)VKr
(71)

Once we know the velocity of our mixture, we can determine the ionization fraction using the
graph Fig.23 in II.3.2. However, besides the benefits of the gas velocity increasing, mixing with
helium will have other impacts on the HHG process. Indeed the first thing to consider is that
while Helium doesn’t participate to the harmonic generation process, it can still absorb the
generated harmonics. Fig.49 plot the absorption coefficient of Krypton and Helium. For the
21st harmonic, absorption is 4 times lower for Helium than Krypton, which means that the
impact of Helium on the absorption is not negligible.

Figure 49: Absorption coefficient of Helium and Krypton at STP [15]. For the 21st
harmonic, the absorption is around 4 times lower for Helium than Krypton.

The second thing to consider is the refractive index modification by Helium, with the same
reasoning as in I.4.1, the refractive index is deviated from unity by He atoms following:

δ(z, r, ω) ≈ Ptot(z, r)
Patm

x δHe(ω) (72)
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IV.4 Optimazing the outpout

The last thing to consider is that Helium atoms can also be ionized by the driving field and
therefore modify the phasematching. However, as the ionization potential of Helium (24.6 eV)
is much higher than Krypton (14.0 eV), the required intensity to ionize He atoms is above the
intensities we are working with. Thus we can consider that Helium will not have any influence
on the ionization fraction.

Given these considerations, we can plot the harmonic amplitude at optimum pressure as a
function of helium fraction (Fig.50).

Figure 50: (a) Optimum harmonic amplitude as a function of helium fraction
and (b) Harmonic amplitude as a function of pressure for different helium frac-
tion. The dashed line plot the harmonic amplitude for perfect phase matching.
Io = 7× 1013 W/cm2, tp = 130 fs, lp = 150 nm, Krypton.

From the figure we notice that even though the gas velocity is increasing, the phase matching
does not significantly change as we increase the helium fraction (as the ratio between dashed
line and solid line is roughly constant for low helium fraction), the improvements in the phase
matching around xHe = 50 % is caused by the refractive index modification by helium atoms,
but require very high pressure (up to 5 bar), the absorption of helium also considerably reduce
the harmonic output amplitude. However the simulation has been run with a constant intensity,
and the increasing in the gas velocity would lead to a reducing of the plasma density and thus
increase the cavity steady intensity. Therefore it is not possible at the moment to claim if the
helium fraction would improve the maximum harmonic power or not.
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IV.4 Optimazing the outpout

IV.4.2 Changing the nozzle

Square vs. Gaussian density profile
For a gaussian density profile, the pressure is changing along the axis, which creates significant

variation in the phase matching through the interaction region. On the other hand, for the
square profile, the pressure is constant along the axis, and so the phase matching varies much
less. In the end, we notice that the phase matching plateau (see III.2.2) is much longer for the
square density profile.

Figure 51: Phase-matching configuration (coherence length) for a (a)gaussian and
(b)square density profile. The phase matching at the focus is the same but as we
move away from the focus, the phase matching is getting bad for the gaussian profile
whereas it remains good for the square profile. Io = 6× 1013 W/cm2, tp = 130 fs,
P = 320 mbar, lp = 400 µm, V = 250 m/s, Krypton.

From the last figure we can tell that an increasing of the interaction length will not have
the same consequences on the harmonic output. The Fig.52 plot the harmonic amplitude at
optimum pressure as a function of the interaction length for square and gaussian profile. While
having the shortest possible interaction length is the best solution for gaussian profile, having
the largest interaction length is the best for the square profile.

Figure 52: (a) Maximum Harnonic amplitude and (b) optimum pressure as a function
of the interaction length for square and gaussian density profile. The dashed lines
represent the harmonic output for a perfect phase-matching to highlight the limitations
due to absorption. Io = 6× 1013 W/cm2, tp = 130 fs, V = 250 m/s, Krypton.
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IV.4 Optimazing the outpout

A longer interaction length involve a lower optimum pressure which is good because higher
pressure cause more experimental challenges. More detailed studies showed that the square
density profile would generally improve the harmonic amplitude in most of the configurations,
and also increase the maximum reachable harmonic output by a factor of 2.

The dynamic nozzle
Since it has been demonstrated that the interaction length can play a key role in the high

harmonic generation process, a new nozzle design has been suggested using a buffer gas to
confine the noble gas in a precisely tunable interaction region (inspired from [50]). This nozzle
would enable interaction region smaller than 100 µm, which cannot be achievable with a basic
endfire nozzle, and also deliver a square density profile.

Figure 53: Design of a (a) basic end fire nozzle and (b) dynamic nozzle. The buffer
gas has to be lighter and faster than the noble gas, typically helium. The basic nozzle
leads to a gaussian density profile because of the spreading whereas the dynamic nozzle
deliver a square profile thanks to the buffer gas confinement.

The dynamic nozzle relies on a buffer gas on the periphery, which confine the noble gas
in a smaller interaction region. This nozzle can work only if the buffer gas has a negligible
absorption so it wont absorb the harmonics. The resulting density profile is square because two
different supersonic gas don’t mix. A detailed study of the dynamic nozzle with COMSOL is
presented in C.1.
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V Conclusion & Perspectives

In this thesis, a complete study of the HHG process is presented. The plasma cloud behavior
between each pulse as well as the atomic response have been successfully simulated, and the
consequences of the phase matching effects and absorption have also been demonstrated. The
Harmonics amplitude has been calculated as a function of intensity, pressure, interaction length
and nozzle position, and the optimum parameters have been highlighted considering absorption
and phasematching limitation (III.3.2). The accuracy of the numerical simulations has been
confirmed with measurements and scientific publications.

It has been simulated that the improvements that we can make in the cavity power by mixing
the gas with helium is counterbalanced by a reducing in the harmonic output due to the helium
absorption. It may be possible to reduce absorption effects by using a different gas, however all
the gases have too high absorption except Hydrogen, which is experimentally challenging and
dangerous to use for its flammability.

Figure 54: Absorption coefficient at STP as a function of wavelength for Krypton,
Helium, Hydrogen and CO2, calculated from Xray data base [15]. For the 21st harmonic,
the absorption of Helium is 4 times smaller than Krypton whereas the one of hydrogen
is 25 times smaller.

However, the construction of a dynamic nozzle would significantly improve the phase match-
ing at the laser focus and thus improve the harmonic amplitude output, it would also enable a
precise tuning of the interaction length, which nowadays requires to change the nozzle diameter.
This new nozzle would improve the HHG source for photoemisson spectroscopy and would make
it a better alternative to the synchrotron light sources.

52/71



A Complements on the experiments

A.1 Harmonic diffraction on the grating mirror

When the laser light is reflected on the grating mirror (GM), all the harmonics are diffracted
with a different angle following the relation:

sin θi + sin θd = mλq
d

(73)

θd is the incidence angle, 70◦ in our setup
d is the grating period, 200 nm in our setup
θd is the diffracted angle
m is the diffraction order
λq = λ1

q is the harmonic wavelength

We can calculate the mth order diffraction angle of all harmonics with:

θd = arcsin
(
mλ1
qd
− sin θi

)
(74)

Each harmonics are projected on a metal plate placed perpendicular to a reference harmonic
qref at a distance of L = 10 cm of the GM. The diffraction angle of the qthref harmonic being θref,
the position x of each harmonic on the plate can be calculated (x = 0 being the position of the
qthref harmonic):

xq = L tan(θref − |θq|) (75)

We can now plot the position of each dot as a function of wavelength and harmonic, the
position on the plate is not linear with the wavelength:

Figure 55: Dot position on the plate as a function of (a) wavelength and (b) harmonic
order. The plate is placed perpendicular to the 21st harmonic. λ = 1050 nm, Krypton.

Fig.56 clearly emphasize the diffracted harmonics H5 to H29 up to the 6th order. The
harmonics H5 and H7 are the brightest because they are superposed with 3rd and 5th order of
higher harmonics (H5 : 3rd order H15 and 5th order H25, H7: 3rd order H21). The harmonic
H29 being too weak, its 5th and 6th diffracted order are not visible on the plate.
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A COMPLEMENTS ON THE EXPERIMENTS

Figure 56: Photo of sodium salicylate phosphor illuminated by harmonics 5th-29th
and the corresponding diffraction order for each dot on the plate. The plate is placed
perpendicular to the 9th harmonic (θ9th = 21◦). λ = 1050 nm, Krypton.

A.2 Av. power to Intensity

We calculate in this section the relation between the peak intensity Io and the average power
PL of a pulsed laser. Let’s consider a laser of frequency f , pulse length tp and beam radius ωo.

To do that, we look into a single laser pulse, define the energy of a pulse Epulse = PL/f and
calculate the peak power Ppeak by:

• Integration of the pulse power envelope over time:

Epulse = Ppeak

∫ ∞
−∞

f(t) dt (76)

• Integration of the beam intensity over a section perpendicular to the propagation direction:

Ppeak =
∫∫ ∞
−∞

I(r, 0) dr2 (77)

For a gaussian beam with a gaussian envelope, we get:

Ppeak = Epulse
2
√
ln(2)

tp
√
π

= Io
ω2
oπ

2 (78)

We can finally write:

Io = PL

√
ln(2)

ω2
otpf

4π−3/2 (79)

In our experiment, f = 60 MHz, tp = 130 fs, ωo = 19.6 µm, which gives in SI units:

Io = 2.0× 1014PL (80)

We usually work with P in kW and Io in W/cm2, so the relation becomes:

Io = 2.0× 1013PL (81)
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B Complements on High Harmonic Generation

B.1 Dipole moment and Ehrenfest’s theorem

Having the TDSE solved, in this section we describe the harmonic amplitude calculation
using the dipole moment, more details in [37, 38, 39]. The easiest way to calculate the dipole
response is to use the length dipole moment:

d(t) ∝ 〈ψ(x, t) |x|ψ(x, t)〉 (82)

The corresponding power spectrum can be obtained by the Fourier transformation of the
time dependent dipole moment:

P (ω) =
∣∣∣∣ 1
Tf − Ti

∫ Tf

Ti

d(t)e−iωt dt
∣∣∣∣2 (83)

However there is a different way to calculate the dipole power spectrum using the acceleration
of the dipole moment:

dA(t) ∝
〈
ψ(x, t)

∣∣∣∣−d2x

dt2

∣∣∣∣ψ(x, t)
〉

(84)

According to Ehrenfest’s theorem, it can also be written as:

dA(t) ∝
〈
ψ(x, t)

∣∣∣∣−∂V (x, t)
∂x

∣∣∣∣ψ(x, t)
〉

(85)

The acceleration power spectrum is then calculated with:

PA(ω) =
∣∣∣∣ 1
Tf − Ti

1
ω2

∫ Tf

Ti

dA(t)e−iωt dt
∣∣∣∣2 (86)

The power spectra P (ω) and PA(ω) should be the same if the wavefunction ψ(x, t) is fully
converged. However, as shown in Fig.57, it has been demonstrated that calculation with the
acceleration dipole moment gives better result [9], which is why we use it in our work (III.1).

Figure 57: Comparison of the length (blue) and acceleration (red, dashed) form for
calculating the dipole response (I = 3× 1013 W/cm2, tp = 70 fs, Xenon). Both forms
give nearly identical results until well above the cutoff harmonic, from [9].
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B COMPLEMENTS ON HIGH HARMONIC GENERATION

B.2 Boundary conditions in the TDSE code

The absorption potential
To ensure that the electrons do not reflect from the boundary, we use absorbing boundary

conditions to remove energetic electrons that never return to the parent atom. Quantum ab-
sorption can be reasonable modeled by adding a negative imaginary absorbing potential [51, 52]:
−iVa(x) to the Hamiltonian.

In our work we use the following absorption potential (only after the boundaries):

for |x| ≤ xcut Va(x) = 0
for |x| > xcut Va(x) = k × (|x|+ xcut)2

(87)

• xcut is the boundary of our system, taken as: xcut = Eo
ω2

1
(in a.u.)

• k (taken as 5× 10−4 in our work) is the strength of the potential, a higher k will lead to
a faster absorption but more reflection.

The influence of xcut

In Fig.58 we plot the harmonic spectra and the dipole amplitude as a function of intensity
for different values of xcut.

Figure 58: (a) Harmonic spectra and (b) dipole amplitude as a function of intensity
for different xcut (in unit of Eo/ω2

1). Io = 1× 1014 W/cm2, tp = 130 fs, Krypton.
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B.2 Boundary conditions in the TDSE code

From the figure we notice that a high value of xcut creates a bad harmonic spectrum and
an irrelevant intensity dependence plot. It is because the long and short trajectories have
different phase coefficients (I.1.2), and as we ramp up the intensity, they interfere. This would
explain why there is strong oscillations with a periodicity about 8× 1012 W/cm2 in the intensity
dependence plot. However, because the interferences are visible only for high xcut, it seems that
decreasing xcut decreases the amplitude of one of the trajectories.

Short-time Fourier transform
The short-time Fourier transform (STFT) is useful to determine the sinusoidal frequency and

phase content of local sections of a signal, it is generally defined as:

STFT{s(t)}(τ, ω) =
∫ ∞
−∞

s(t)w(t− τ)e−iωt dt (88)

Where s(t) is the signal to be transformed and w(t) is the window function, commonly a
Hamming window. In our case, we are interrested in the short time fourier transform of a
specific window of the spectrum [10], to deduce the time dependant dipole moment from a
spectrum window centered in Ω, we use:

dw(t) =
∫ ∞
−∞

A(ω)w(ω − Ω)eiωt dω (89)

The Fig.59 plot the STFT of the harmonic spectrum in the window [q = 19 : q = 25] for
different values of xcut

Figure 59: STFT of the harmonic spectra in the window [19th 25th] for (a) xcut = 1
and (b) xcut = 2 (in unit of Eo/ω2

1). In the STFT Fig.b, The radiation consists of two
trains of overlapping pulses, one each from the short (blue) and long (red) quantum
paths, which are shown in different shades for clarity. In Fig.a, only the short trajectory is
visible, the overall amplitude is decreasing because the driving field intensity (gaussian)
is decreasing. Io = 1× 1014 W/cm2, tp = 130 fs, Krypton.
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B.2 Boundary conditions in the TDSE code

For xcut = 2Eo/ω2
1, when we look at the STFT of the harmonic spectrum, we see that the

short and long trajectories have about the same amplitude. As we decrease xcut, we notice
that the order of magnitude of the short trajectory remain unchanged, but the long amplitude
trajectory decrease and eventually become negligible. Decreasing xcut enables to delete inter-
ference between the two quantum path.

If we look into Eq. 4, and try it for different ionization time t0, we will notice that the
farthest trajectories are born before 18 degrees. So the long quantum path has a longer tra-
jectory (in time) than the short one, but it goes farther away from the atom (travels a longer
distance). Which means that long trajectories electron will be more likely to reach above the
absorption boundaries, and will stay there longer. This classical model explain well why the
the long trajectory electrons are absorbed while the short quantum paths remain unchanged.
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B COMPLEMENTS ON HIGH HARMONIC GENERATION

B.3 HHG described by the TDSE

In this section we use the TDSE to take a closer look into the HHG process. After having
the electron wavefunction ψ(x, t) calculated in III.1, we can project it to the ground state elec-
tron wavefunction ψo = ψ(x, 0). The probability that a given electron is in the ground state at
time t is then given by p(t) = | 〈ψo|ψ(x, t)〉 |2.

Fig.60 plot the electron wavefunction and the ground state probability as a function of time,
the pulse length is taken low (10 fs) to make laser cycles clearly visible. From the figure we notice
strong ocsillations in the probability evolution, a decreasing in the probability p(t) indicates an
increasing of the freed electron number whereas an increasing in the probability means that
some electrons recombined with their parents atoms.

Figure 60: TDSE solution for a driving field peak intensity of Io = 1.3× 1014 W/cm2

and a pulse length tp = 24 fs. The electron wavefunction ψ(x, t) is (b)plotted along
t and x and (a)projected to the ground state electron wavefunction ψo = ψ(x, 0) to
obtain the probability p = | 〈ψo|ψ(x, t)〉 |2. A (c)detailed laser half cycle is plotted to
emphasize the 3 steps involved in the HHG process. The electric field E(t) is also
plotted for a better understanding.

To explain what happens during a laser cycle, we have to come back to the three step models
described in I.1.1. When |E(t)| > 0, two phenomenon occurs:

• Some electron escape via quantum tunneling.

• Electrons which has escaped during the previous half laser cycle accelerate back toward
their parent ions and some of them recombine (because the electric field has an opposite
sign).
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B.3 HHG described by the TDSE

Figure 61: Time evolution of the probability p for two
laser cycles. The driving field E(t) is also plotted for a
comparison tool. A wavefunction period correspond to
a half laser cycle. The parameters are the same as the
figure 60.

From the Fig.61 we can notice that
a TDSE period correspond to a half
laser cycle. Moreover, the Fig.61 and
Fig.60(c) emphasize 3 regimes in the
wavefunction evolution during a half
laser cycle:

• d|E(t)|
dt > 0, ionization is the domi-

nant process.

• d|E(t)|
dt < 0 and |E(t)| < Eo

2 , recom-
bination is the dominant process.

• d|E(t)|
dt < 0 and |E(t)| > Eo

2 , there
is as much ionization as recombina-
tion, so the probability remains the
same.

It is now clear that after each half
laser cycle, not all electrons recombine,
and at the end of the pulse we are left
with a plasma cloud. The ionization frac-
tion in the end of the pulse can be ma-
jored from the TDES with η ≤ 1− p(tp),
it depends on the pulse length and the

driving field peak intensity. Note that it is not necessary equal since some electron will be
excited but not freed by the drinving field. The Fig.62 plot the ionization fraction as a function
of intensity and pulse length and compare it to the Ionization fraction obtained with the Yudin
rate. The difference between the TDSE and Yudin rate comes from the excited electrons.

Figure 62: Ionization fraction calculated from Yudin and from the TDSE as a function
of (a) intensity and (b) pulse length.
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C Complements on Gas dynamic

C.1 COMSOL simulation

Figure 63: Endfire nozzle design, COMSOL.

Endfire nozzle
To have a good understanding of what

happen at the nozzle outlet, numeri-
cal solvers are required. The compu-
tational fluid dynamics (CFD) module
of COMSOL Multiphysics is used, it
can accurately simulate the fluid me-
chanics in turbulent and compressible
flow.

The nozzle design is shown Fig.63, a
Krypton gas jet is injected at the inlet
at backing pressure P0 ≈ 1 bar and tem-
perature T = 293K, and the gas is then
ejected in the vacuum chamber at pres-
sure Pvac ≈ 1× 10−2 mbar. A "no slip"
and thermal insulation boundaries con-
dition are added on the internal walls of
the nozzle.

Given the big difference in the order of magnitude between the backing and vacuum pressure,
The theory predict that the gas will be supersonic and create of shock wave. The distance from
the nozzle end to the shock wave is given by the mach disk, with d the outlet diameter [53]:

dM ∝ d
√

P0
Pvac

(90)

Figure 64: Surface plot of the gas velocity V [m/s], highlighting the supersonic gas
shock wave propagation, COMSOL.
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C.1 COMSOL simulation

If the difference in the order of magnitude of the pressures is too high, the CFD solver
encounter convergence problems because the mach disk is too large, for this reason the following
simulations will be done with Pvac = 1 mbar. The computation is run for d = 300 µm and the
results are plotted Fig.65.

Figure 65: Surface plot of (a) the pressure, (b) the gas velocity and (c) the density
near the nozzle outlet. P0 = 1 bar, Pvac = 1 mbar, d = 300 µm.

The simulations emphasise a fast pressure drop after the outlet, The density profile start
from being square and tend to become gaussian after few 10 µm. To have a better understanding,
we now run the simulation for different nozzle diameters and the results are plotted Fig.66. A
smaller nozzle diameter leads to a faster drop, but the density profile stays the same (at a
different scale). The gas velocity is not constant through the laser axis, and can increase up to
two times the sound velocity.
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C.1 COMSOL simulation

Figure 66: (a) Density and (b) Velocity distribution on r and z axis for different nozzle
diameter d, Krypton. The grey dashed line represent the 100 µm line and the sound
velocity of Krypton at STP.
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C.1 COMSOL simulation

Figure 67: Dynamic nozzle de-
sign, COMSOL.

Dynamic nozzle
The dynamic nozzle is designed with two endfire

nozzles nested into each other, contrary to the ba-
sic endfire nozzle studied in C.1, the dynamic nozzle
has two inlets, the inner nozzle is filled with Kryp-
ton at pressure P1 and the outer nozzle with Helium
at pressure P2. The inner nozzle width is set at
10 µm.

By controlling the pressure ratio P1/P2 between the two
inlets, it will result a change in the velocity ratio V1/V2. And
as emphasized in Fig.68, it allows us to adjust the krypton
medium length after the nozzle outlet. In fact the inter-
face Krypton-Helium is a curve which depends on the gas
velocity:

V1 < V2 negative curvature
V1 = V2 straight line
V1 > V2 positive curvature

Figure 68: Volume fraction of Krypton for different inlet pressure ratio,
P0 − Pvac = 20 Pa.

The COMSOL CFD module can not compute multiphase supersonic flows, so for this study
we have to stay at low pressure gradient, otherwise the solver will not converge. Even though
Krypton and Helium has very similar behavior when simulated on an endfire nozzle, we don’t
know how they interact with each other when they are supersonic. Thus we are not able to say
if the the krypton density profile will be square or not.
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C COMPLEMENTS ON GAS DYNAMIC

Moreover, as discussed in IV.4.1, the helium absorption is not negligible and a significant
part of the harmonics would be absorbed. A way to decrease the helium absorption would be
reducing the Helium pressure, but then V1 � V2 and we don’t know if the Krypton confinement
would still work.

C.2 Complements on recombination

Ions recombination
In II.2.1 we describe the three body recombination rate in noble gas. However, depending on

the environment, different types of recombination can occur [26], here we describe a few types of
recombination previously observed in noble gases. There are many pathways for ions to decay
with their own associated rates, ρ is the electron/ion density:

• Collisional radiative recombination, this mechanism has three limiting forms:

– Radiative recombination (occurs at low pressure and electron density)
A+ + e→ A∗ + hν

ΓRR = ρ× 3e-16 T−3/4
e s−1

ΓRR(STP, 3 eV) = 3.2× 106 s−1

– Collisional recombination stabilized by an electron (occurs at high electron density)
A+ + e+ e→ A∗ + e

ΓTBR,e = ρ2 × 1.1e-20 T−9/2
e s−1

ΓTBR,e(STP, 3 eV) = 2.9× 1010 s−1

– Collisional recombination stabilized by an atom (occurs at high neutral atom density)
A+ + A + e→ A∗ + A
ΓTBR,A =??

• Dielectronic recombination:
A+ + e→ A∗∗ → A∗ + hν

• Dissociative recombination:
A+

2 + e→ A∗ + A

In the dielectronic recombination, the transfer of the excess energy to a bound electron
seems to happen only at high temperatures (� Ti). Moreover, the dissociative recombination
needs the presence of A+

2 in the first place, which are created with A+ +2A→ A+
2 +A. The rate

of A+
2 formation being around 2× 10−43 s−1 (unit problem ??), it is negligible in our time scale.

Concerning the three mechanism of the collisional radiative recombination, the calculation of
the rate with our experiment parameters (STP, 3 eV) show that the three body recombination
rate is the dominant process.
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C.2 Complements on recombination

Metastable atoms recombination and diffusion
Metastable atoms are neutral so they diffuse very slowly compared to ambipolar diffusion :

(D = 19 cm2 Torr s−1) [31]. In the afterglow, metastable atoms are relaxed by the following
processes [31]:

• Two-body collisions with an atom in the ground state
A∗ + A→ 2A

• Three-body collisions with two atoms in the ground state
A∗ + 2A→ A∗2 + A→ A2 + A + hν

• Collision with the plasma electrons

• Diffusion and relaxation on the walls

The main cause of decay in our experiment is the three-body collision with a rate of
7.6× 10−44 m6s−1 [31] (to compare, the decay rate of A+ is 4× 10−41 m6s−1 at 3 eV), in our
experiment, it’s on the timescale of 100 ns− 10 µs (depending of the pressure), which mean we
can consider that none of the metastable atoms will decay between 2 pulses.

Calendar

Month(s) Accomplished work

October - November Phase matching

December Atoms and ions dynamic

January - February Dipole response & Absorption

March Harmonic scaling

April-May Square vs Gaussian density, writing report

June Helium fraction, COMSOL simulations, Cavity study, Measurements
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