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Abstract. Modern research in mobile robotics proposes to combine lo-
calization and perception in order to recognize previously visited loca-
tions and thus to improve localization as well as the object recognition
processes recursively. A crucial issue is to perform updates of the scene
geometry when novel observations become available. The reason is that
a practical application often requires a system to model large 3D envi-
ronments at high resolution which exceeds the storage of the local mem-
ory. The underlying work presents an optimized volume data structure
for infinite 3D environments which facilitates i) successive world model
updates without the need to recompute the full dataset, ii) very fast in-
memory data access scheme enabling the integration of high resolution
3D sensors in real-time, iii) efficient level-of-detail for visualization and
coarse geometry updates. The technique is finally demonstrated on real
world application scenarios which underpin the feasibility of the research
outcomes.

1 Introduction

Research on autonomous vehicles has become eminent in recent years. A signif-
icant driving force is the vision of autonomous transport. Cars or pillars, which
can operate autonomously 24 hours a day are highly attractive for logistics and
public or private transport [1]. This vision has lead to intensive research that is
also emphasized by the European Commission [7].

Another fruitful area of research is the automation of production sets, where
robots optimized for a single-task are carefully separated from people [4]. The
future of automation lies in flexible factory floors and quick burst manufacturing
processes, which can provide complex, short-life-cycle products without investing
into reconfiguration of the production set.

Both research disciplines have a particular aspect in common: When it comes
to simultaneous application of multiple robots, lifelong world modelling or ac-
curate localization using optical 3D sensors becomes a critical task. Moreover,
both research disciplines heavily rely on 3D sensors such as stereo cameras or
laser scanners. These are the low-level interfaces between the algorithmic data
analysis and the physical world. The goal is to integrate each 3D measurement
from the environment, whether a recognized object, its state or its geometri-
cal 3D shape, into a global and consistent database. Such a database aims at
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supporting all other mobile platforms in navigation and scene understanding.
Only when a mobile robot can localize itself with respect to walls or other static
obstacles, it is able to move and to approach targeted locations.

Common 3D sensors such as laser scanners, stereo or time of flight cameras
provide samples in R3 of the environment. The set of all given samples is usually
referred to as a point cloud, since no structural information is provided by the
sensors. The goal in perception robotics is further to process the point clouds
to meaningful information, such as 3D maps, obstacles and its positions, or any
other objects of interest. In fact, autonomous vehicles are able to avoid obstacles,
to navigate or to pick up load only when the 3D samples have successfully
been processed to an application specific model. The information processing
challenge is aggravated by the circumstance that the sensors deliver large 3D
point datasets. A stereo camera, working at VGA resolution (640 × 480) at 10
frames per second delivers 3 million 3D points per second. Therefore, in order
to integrate all measurements over multiple days or even years, a highly efficient
3D database is required. Only then it is possible to deploy a long-term operating
robot capable of surface extraction, or object recognition.

Today, intensive research is undertaken by the robotics community focusing
on the 3D perception. Issues such as strong noise, huge data sets and restricted
computation resources make the task particularly challenging. Furthermore, 3D
modelling via stereo cameras is remarkably difficult since variations in light or
object surface properties lead to non-gaussian errors and hamper the modelling
processes. Stereo cameras for autonomous vehicles are, however, favourable since
no interference between other sensors and no a priori infrastructure in the appli-
cation domain is required. Improvements in this domain are expected to enable
autonomous vehicles to operate in factories and in public environments with
a strong impact on the production efficiency, traffic safety, logistics and public
transportation.

When processing 3D points from range sensor in general, it is an accepted
practice to group the 3D samples into small cubic volumes, voxels. This enables
redundant data to be removed and the memory layout to be structured efficiently
since the voxel resolution is defined by the user a priori.

The underlying work presents a voxel-based database approach which makes
it possible to create and to store 3D models and maps of unlimited size and to
access voxels efficiently by a given 3D coordinate (x, y, z). In contrast to standard
approaches, where the modeling volume is bounded, the presented technique
enables the extension of the volume dynamically. This is of particular interest
for all 3D robotics applications, where the size of the environment the robot
needs to operate upon is now known a priori.

Section 2 introduces details from the state of the art research on 3D mod-
elling via voxels, aligned to the proposed approach. Section 3 states the research
objectives investigated in this work. In Section 4 the proposed methodology is
presented, which clarifies the novel data structure (Sec. 4.1) and its implica-
tion on the voxel query speed using 3D coordinates (Sec. 4.2). Section 5 intro-
duces the 3D modelling framework. A standard approach is discussed critically
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with respect to its limitations and an improved technique is proposed. Section 6
demonstrates the application of the voxel database and the 3D fusion technique
from range (RGB-D) camera images. Finally, concluding remarks and aspects
for further research are given in Section 7.

2 Literature Review

Random access of a 3D point by a given coordinate (x, y, z) is a difficult task,
since the search complexity usually depends on the number of samples in the
database. Grouping the data to cubic cells on a regular grid and storing them in
a 3D array enables very fast access and has been the state of the art technique
for many years. The reason is, when the resolution r of a volume is known,
e.g. r = 1cm, then the access to the corresponding voxel coordinate x = 13m
is performed by computing its index i in the storage array i = x/r = 1300.
The drawback of this approach is that the memory requirements grow with the
cube of the space size. Representing a dense volume 100× 100× 100 m3 at 1cm
resolution, would require 3.7 TB of memory when using 32 bit data inside each
cell. A common approach to this issue is to structure the occupied cells with
a hierarchical octree, where each node (cube) contains eight cubes of smaller
sizes ([9], [12]). When searching a voxel given a coordinate (x, y, z), the tree is
traversed starting from the largest top node, as shown in Figure 1. This means,
that the number of hierarchy levels increases the number of path checks and
thus directly affects the access speed of a voxel. Each time an arbitrary voxel is
addressed, either when iterating or performing random access, it is necessary to
traverse the full height of the octree. In short, the search technique in octrees
suffers from the access complexity O(d) with d being the octree-depth.

Search in 3D for: (x,y,z)

(x,y,z)

start

Fig. 1: Illustrated octree structure and the data access path (red), when searching for
a voxel at coordinates (x, y, z).
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Teschner [18] proposed to apply a hash-map to achieve constant time ac-
cess O(1) to sparse voxels. In principal, a coordinate (x, y, z) is encoded to a
hash index which is used for direct data access. Another benefit of hash based
databases, is that the amount of data can be theoretically infinite. This further
allows to store data at nearly arbitrary resolution enabling huge models to be
managed which is only limited by the capacity of the physical memory. However,
generating unique hash values is a difficult if not an impossible task. The goal
is to avoid generating a hash value representing different coordinates [18].

Niessner [17] approached the collision issue by storing also the coordinate
of a voxel and by grouping voxels with same hash values to buckets (See Figure
2). When a voxel is found by a hash value, which does not correspond to the
searched coordinate, the next element in the bucket is accessed.

However, direct voxel hashing does not allow to apply level of detail (LOD)
visualization or multi scale 3D modelling which is favourable when low and high
resolution processing is required. In fact, LOD data structure enables to perform
coarse rendering depending on the distance to the virtual camera and coarse 3D
modelling depending on the expected error of a measurement [8]. Practically
speaking, when it is known that the covariance of a 3D sample covers several
meters, it is not necessary to perform high resolution modelling on a 1cm grid.
The efficiency of the hash maps and the LOD capability of octrees motivated
the development of a hybrid hashed octree, which is discussed next. We combine
the hashing technique from Teschner [18], approach the collision issue similarly
to Niessner but reference entire octrees by a hash index instead of small voxels.

Fig. 2: Niessner [17] applied a hash table for voxels. Voxel coordinates leading to the
same hash key are grouped to buckets.

https://www.researchgate.net/publication/226655623_Surface_Parameterization_a_Tutorial_and_Survey?el=1_x_8&enrichId=rgreq-644bd3127794c10a0cccac91cf72eef3-XXX&enrichSource=Y292ZXJQYWdlOzMwMTcyMTc2NDtBUzo0MDc3NTQ3MTI4NjI3MjJAMTQ3NDIyNzcwNzQxNA==
https://www.researchgate.net/publication/2909661_Optimized_Spatial_Hashing_for_Collision_Detection_of_Deformable_Objects?el=1_x_8&enrichId=rgreq-644bd3127794c10a0cccac91cf72eef3-XXX&enrichSource=Y292ZXJQYWdlOzMwMTcyMTc2NDtBUzo0MDc3NTQ3MTI4NjI3MjJAMTQ3NDIyNzcwNzQxNA==
https://www.researchgate.net/publication/2909661_Optimized_Spatial_Hashing_for_Collision_Detection_of_Deformable_Objects?el=1_x_8&enrichId=rgreq-644bd3127794c10a0cccac91cf72eef3-XXX&enrichSource=Y292ZXJQYWdlOzMwMTcyMTc2NDtBUzo0MDc3NTQ3MTI4NjI3MjJAMTQ3NDIyNzcwNzQxNA==
https://www.researchgate.net/publication/2909661_Optimized_Spatial_Hashing_for_Collision_Detection_of_Deformable_Objects?el=1_x_8&enrichId=rgreq-644bd3127794c10a0cccac91cf72eef3-XXX&enrichSource=Y292ZXJQYWdlOzMwMTcyMTc2NDtBUzo0MDc3NTQ3MTI4NjI3MjJAMTQ3NDIyNzcwNzQxNA==
https://www.researchgate.net/publication/262166855_Real-time_3D_Reconstruction_at_Scale_using_Voxel_Hashing?el=1_x_8&enrichId=rgreq-644bd3127794c10a0cccac91cf72eef3-XXX&enrichSource=Y292ZXJQYWdlOzMwMTcyMTc2NDtBUzo0MDc3NTQ3MTI4NjI3MjJAMTQ3NDIyNzcwNzQxNA==


Lecture Notes in Computer Science: CCIS 5

3 Research Objectives

The first research objective is the development of voxel database to enable stor-
age of geometrical models or 3D maps of unlimited size. The hash search collision
issues need to be addressed in order to guarantee correct voxel access given a
coordinate query.

The second objective is the integration of multiple levels of detail. Since
direct voxel hashing does not enable to query larger spatial groups of voxels,
the objective is to use the hashing technology for entire octrees covering larger
volumes. This would combine efficient data access known from hash tables and
the favourable LOD data access scheme known from octrees.

The third research objective is the development of a 3D modelling technique
applied upon the proposed voxel database. Motivated by the application in au-
tonomous vehicles, successive 3D measurements need to be used for successive
model updates. That means that each new point cloud from a camera frame is
expected to update an existing geometrical model. Thus, a recursive technique
is required for this task to be accomplished in real-time. A crucial aspect is the
suppression of noise and outliers from the input data.

Section 4 presents the developed octree hashing technique, and the hash table
applied for storage and search of hash indices. In Section 5 the proposed voxel
database is applied for successive 3D modelling. In contrast to the work from
[17], the proposed work incorporates an adaptive noise suppression technique
enabling low cost and low power range sensors such as stereo cameras to be
applied.

4 Methodology

The hashing technique, inspired by [18] is extended to octrees. The fundamental
part of the technique is the storage and search of arbitrary data elements indices
via a hash map [10]. Finally, the performance of the developed hashed octree
framework is compared to a standard octree approach and the sparse octree
technique from [12].

4.1 Hash Indexing

We propose to combine octrees with a hash table (Figure 3) leading to sparse
voxel representation. The hash table is used to access the top level root nodes
which further contain an octree in itself. Since the internal octrees are con-
structed with low depth (e.g. d = 2), this significantly decreases the access time
compared to standard octrees. To access the voxel at central index coordinates
(x, y, z), we begin by computing the rootKey

int rootKey [3]={x&~((1<<d)-1),
y&~((1<<d)-1),
z&~((1<<d)-1)};
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Hash Table

Level 1

Level 2 - Voxels

#HashEntries

Empty Allocated

Fig. 3: Multiple octrees are stored independently referenced by a hash.

where d is the depth of the internal octree, & and ~ denote, respectively, bit-
wise AND and NOT operations. At compile time, this reduces to just three hardware
AND instructions. The shift by d makes sure that the coordinates (x, y, z) are
represented by coarser values. For instance, applying an internal octree of depth
d = 3 with 2d = 8 subdivision nodes in each dimension the space is divided in
coordinate ranges {[0, 7], [8, 15], · · · }. This process is illustrated in Figure 4. For
example, the operation (1<<3)-1 results in first three bits set to one. Negating
the same, leads to five one-bits and three zero bits, as shown in the illustration
of ~((1<<3)-1). Similar to [18], the rootKey is further processed to a hash using
large prime numbers.

unsigned int rootHash =((1 << N)-1)&
(rootKey [0]*73856093^
rootKey [1]*19349663^
rootKey [2]*83492791);

Here, N is the constant bit-length of the hash, the three constants are large
prime numbers, ^ is the binary XOR operator and << is the bit-wise left shift
operator. Since the hash is imperfect, collisions occur so that multiple different
coordinates are mapped by the same hash. The size of the hash map N influences
the collision probability. In our experiments N was set to 32 bit leading to 70cpm
(collisions per million of distinct coordinates). A drawback of the hash is that
it is not well suited for negative coordinates. Thus, when negative values in
(x, y, z) are processed to a hash, the number of collisions increases by up to 50%.
Such high rates require countermeasures which are undertaken by additional
octree place holders (green cells in Figure 3). Each octree reference stores also
its coordinate. When an octree is searched by coordinate given by the user, the
resulting octree is validated. If the validation fails, next cell in the reference
list is checked. Finally, an octree root node enclosing the searched coordinate

(1<< 3)-1

0 1 1 10 0 0 0

~((1<< 3)-1)

1 0 0 01 1 1 1

0 1 0 10 1 0 1

x

x&~((1<< 3)-1)

0 0 0 00 1 0 1

Fig. 4: Illustration of the key generation steps.
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is traversed to give the targeted voxel. The linear search within a hash block
slightly reduces the performance since the hash keys are small and fit into the
Level-1 cache of the CPU.

4.2 Hashed-Octree Performance

We have compared the performance of the proposed hashed-octree with a stan-
dard octree implementation and the recent work from [12]. The second column
in Table 1 shows the achieved random access times for each approach. The third
column contains the best achievable resolution applying the corresponding tech-
nique. For example, using an octree with depth d = 16, the maximum number of
voxels is 327683 which corresponds to (327m)3 when each voxel represents a box
volume of 1cm3. While octrees are usually limited, the hashed octree approach is
not. In theory, geometrical models of infinite size can be represented by the pro-
posed technique. However, direct storage of the voxels in the computer memory
is not practical and streaming out of core techniques [2] need to be considered.

Table 1: Octree access time comparison

Method Access time Max. resolution

Octree (d = 16) 6.43 µs 327683 (327m)3 @ 1cm
Octree [12] (d = 16) 2.55 µs 327683 (327m)3 @ 1cm

Hashed-Octree (d = 2) 0.45 µs ∞

Inside Outside

Fig. 5: Implicit shape representation by the zero level set of voxels.
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5 Application to 3D Modelling

The final goal of the presented research work is the application of the developed
hashed octree techniques for successive 3D modelling. When a new measure-
ment, a 3D point cloud, becomes available from the range sensor, the goal is
to update the existing 3D model as fast as possible. Several years ago Curless
and Levoy [6] proposed a volumetric update approach, applying the Nadaraya
Watson regression technique [16] for successive volume updates from streaming
range measurements. In contrast to standard surface modelling techniques with
polygons, the surface is represented by a zero level set. In principle, each voxel
contains a positive or a negative scalar value indicating its location inside or
outside of an object. Figure 5 outlines this concept. When a surface is observed
by a range camera, the volumetric model divides the full space into interior and
exterior areas. The goal is further to assign correct values to the voxels around
the surface in order to approximate the shape as accurate as possible.

During the reconstruction process each pixel in the camera image is processed
to a 3D point p ∈ R3. The ray between the camera centre and the 3D point is
traversed updating the implicit value of each voxel lying on the ray. In order
to increase the computation speed and to reduce the memory overhead, only
voxels within a small distance away from p are updated. Figure 6a shows the
updated neighbouring voxels in red and the sample p as a dark red circle. As
mentioned before, it is assumed that voxels inside an object receive a negative
and outside-voxels a positive scalar value. The distribution of the positive and
negative values is described by a signed distance function (SDF) in Figure 6b.
The goal is finally to incorporate the SDF into the voxel model updating existing
values.

As illustrated in Figure 6b), each voxel receives a weight decreasing with the
distance r away from the sample p. This represents the certainty of the SDF
value fi around p. Given the SDF function values fi and its weight wi, the
existing voxels along the ray and around the sample p are updated following eq.
(1). The new state (k+ 1) of the i-th voxel is computed from its previous weight
wki and its previous implicit value fki also incorporating the novel measurements

Su
pp
ort

Camera

psample

SDF and Weight

InsideOutside

SDF

Weight
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Fig. 6: a) Range of influenced voxels from a 3D sample p. b) The signed distance
function applied and its weight over the distance away from the sample p.
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Fig. 7: a) Camera faces a wall in a synthetic setup, b) resulting voxel values, c) point
cloud from a camera observing a road, d) the proposed cone fusion concept, e) mesh
reconstruction of the road segment with the standard Curless & Levoy technique, f)
mesh reconstruction with the proposed cone fusion technique.

wi and fi.

fk+1
i =

fki · wki + fi(r) · wi(r)
wki + wi

wk+1
i = wk + wi(r)

(1)

Where r is representing the distance away from p. The weights follow the Gaus-
sian distribution

wi(r) = wsamplei = e−λr (2)

where λ is set to λ = −rmax

ln(0.1) which gives a weight of 0.1 at the boundaries of the

SDF support. Figure 7a shows a simple synthetic scene, where a range camera
faces a wall. A ray is traversed through each camera pixel and its intersection
point with the plane is integrated into the 3D model as a sample. After the
fusion operation (1) is applied, the voxels in front of the plane receive positive
and voxels behind the wall receive negative values. This is shown in Figure 7b.
Because of the simplicity of this technique, it is being applied in several 3D
modelling frameworks [17, 5, 13]. However, this technique does not consider the
sample sparsity and scale of the measurement errors. In cases when a wall is
far away from the camera, its sample distribution is very sparse. In such a case,
two neighbouring pixels in a range camera represent samples which are far away
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from each other (see point cloud in Figure 7c). This leads to holes in a volume
grid and in the reconstructed surface, which are not recovered by the algorithm
(Figure 7e). Thus, consistent 3D modelling of surfaces is not possible when the
standard technique is applied.

In order to prevent this, the technique from Curless and Levoy is extended
to cones. The width of the cone is small close to the camera and large when the
distance is increased (Figure 7d). Furthermore, the weights wi are extended to

wfulli = wsamplei · wconei

wconei = e−λcrc
(3)

with rc as the distance of the i-th voxel orthogonal to the ray. Similar to (2) λc
is set to give 0.1 at the boundary of the cone, which is however not a critical
parameter.

This extension is the main difference of the presented 3D modelling approach
compared to the state of the art methods. Figures 7e-f show the effect of cone
fusion on 3D samples acquired from a road surface. While the application of the
standard fusion technique is likely to produce holes caused by sparse samples
and noise, the presented approach still achieves consistent surfaces.

Note, that the recursive nature of the update process has a linear time com-
plexity and is not affected by the size of the 3D model. Moreover, the voxel
updates (1) inferred by each sample can be performed in parallel which further
increases the computation efficiency of the technique.

Section 6 discusses the application of the technique on realistic datasets from
a multi view high resolution UAV-set-up and a mobile stereo system mounted
on a vehicle.

6 Experiments

The cone based 3D fusion technique with hashed octrees is demonstrated on
two different applications. In the first application a UAV with a high resolution
camera flew around a chapel. The images have been processed by a multi view
software similar to [19]. In principle, each image is compared with all other
images and similar point features (SIFT [14]) are matched. After estimating
the trajectory with a bundle block adjustment [15] technique, the images have
been processed by a multi view stereo matching algorithm from [11]. Finally, the
obtained depth images for each camera frame are integrated into a global 3D
model via the proposed 3D fusion technique. Figure 8 shows one of the acquired
camera images (a) and the resulting 3D model (b). The full model consists of
167 millions of voxels, which has been acquired from 450 image frames. The
resolution of the scene was set to 0.1m. Note, that the holes are caused by
occlusions and areas which have not been observed by the UAV camera during
the flight. These often relates to the ground under the trees, or the ground in
the backyard of the chapel occluded by the walls.
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a) b)

Fig. 8: a) Obtained 3D model from UAV at 1cm resolution, c) enlarged view on the
chapel tower.

The second application uses a stereo camera system in combination with an
inertial measurement unit (IMU). This enables to obtain the six degrees of free-
dom (6dof) pose of the camera in real time. This set-up is of particular interest
for a wide range of indoor applications such as inspection, autonomous trans-
port or logistics. More details about the hardware and software of the real time
localization system can be found in [3]. Again, the stereo images are processed to
dense disparity images [11]. The trajectory provided by the IMU+stereo system
and the disparity images are directly used for 3D fusion. Figure 9 shows a point
cloud (a) and the resulting 3D model (b) when the cone based 3D fusion using
the hashed octree is applied.

The presented results clearly show that the developed technique is capable
of handling large data sets and to process them to simplified 3D models in linear
time depending on the number of 3D samples. It has been observed that the
multi view 3D reconstruction point clouds suffer from less noise and errors than
the real time stereo depth images. The reason is that when multiple images from
a single object are available, each pixel in each depth image contains multiple
depth hypotheses. This enables the optimization of the depth consistency and
to increase the overall 3D reconstruction quality dramatically. As for the stereo
data, the standard 3D fusion technique [6] lead to a high number of holes and
artefacts in the final model. Only the cone fusion approach achieved smooth and
consistent surfaces.

When the standard 3D fusion technique from [6] is applied, the algorithm
achieves a runtime performance of 500ms for a single VGA (640 × 480) depth
image on a standard desktop PC with 16 cores. After extending the algorithm to
the cone fusion approach, the support width of the SDF depends on the distance
between the camera and centre and p. This increases the runtime by about 20%.
The worst case run time (in seconds) for a single frame via cone fusion can be
estimated a priori via

tframe =
nres · psup · r2sup

4
· tv (4)

with nres as the resolution of the image (e.g. 640× 480 = 307200 = nres), psup
is the width of the support around a sample (see wsample Fig. 7d), and rsup as
the maximal width of the cone in voxels (Fig. 7d). The value tv = 0.45 · 10−6
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represents the time required to access a single voxel in the database as shown in
Table 1.

Compared to the recently proposed GPU driven 3D fusion technique from
Niessner [17], the runtime performance is significantly lower. Niessner reported
processing times around 15ms, which is possible when the data is cached in the
internal GPU memory. In contrast to this, our method focuses on multi-threading
and distributed computing which enables to obtain 3D models even when low
power and low cost sensors are set-up on vehicles and the raw data is sent to
a cloud computer. This strategy enables to develop a server-client architecture
where the autonomous vehicles communicate with a central server and update
the local environment map from a single consistent source.

7 Conclusion and Outlook

A highly efficient data structure for voxel based 3D geometry has been presented.
The approach enables to model arbitrary geometries and to modify them dynam-
ically, for instance when new 3D measurements become available from a mobile
robot. The technique is fundamental to all long time operating robotic systems
which are expected to interact with an unknown environment.

An advanced 3D modelling technique has been presented and applied on
the 3D voxel database. The application enables very large environments to be
modelled and to create high resolution maps.

Future research will focus on the integration of loop-closing localization al-
gorithms. Another aspect of future developments will cover the extension of the
presented framework to a cloud computing architecture. Low level communica-
tion with sensors, consistent global mapping and client based visualization will
be targeted. The mid term goal of the project is an ubiquitous framework focus-
ing on 3D object detection, 3D mapping and visualization of huge 3D scene.

a) b)

Fig. 9: a) Point cloud from stereo, b) modelled surface of the road.
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