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The Place of Cyberlaw

Lawrence Lessig

We find the world as it is, even if the world we find is one we made.
Our experience is one of discovery, and our reaction is to change that
which we discover. We notice, and then we respond with the tools at
hand. We take what we can to remake what we find, to better fit our
picture of how the world is, or should be. It is in this sense that we say
the world is real and yet constructed: however it seems, it has been
built; even if built, it feels found.

If any world is constructed, cyberspace is. Yet in cyberspace more
than anywhere, the constructed seems found. As people come to know
how cyberspace is, they forget that however it is found, it was made.
They act as if it couldn’t be different. They naturalize cyberspace more
completely than any natural place, forgetting that of all the places we
know now, this place is the least natural.

This forgetting first manifested itself in the belief that cyberspace
could not be regulated. Those who first knew this space—indeed, many
who built this space—came to believe that of all the places that human
society knows, cyberspace would be beyond the control of govern-
ments.1 But soon into the life of cyberspace, or into the life of cyber-
space affecting real space life, this view (and for some, this hope) dis-
appeared. It is now so obvious that governments can change what
cyberspace is that it would be hard to imagine how any different
thought could have prevailed.

In learning how governments change this place, we are learning
something important and general about regulation itself. In this brief
essay, I sketch this learning. I begin with a model of regulation in real
space, and then apply that model to cyberspace. In both contexts, this
analysis makes clear the law’s place within the domain of regulation—
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how and where it functions, and how its functioning can depend upon
the character of space. This is an understanding of how regulation func-
tions that is remote from ordinary understandings of the law. But
understanding cyberspace will make this remote understanding much
more local.

The world we find is filled with constraints. Some of these constraints
are made. Some of these “made” constraints act to limit—and, hence,
regulate—the liberty that we otherwise would have. These constraints
are of different kinds; they operate upon us in different ways. Consider
four of these constraints, and how they function together.2

The first of these four constraints—for the lawyer, at least—is law.
We are not permitted to travel in a car at speeds above sixty-five miles
per hour; the law imposes this constraint, not the car. In most states, we
are not allowed to marry people of the same sex; the law imposes this
constraint, not the nature of love. The law’s constraints are constructed
through the self-conscious acts of courts, legislatures, and constitu-
tional conventions. They are statements that bind: Rules imposed
through words, that institutions then carry into effect.

But laws are not the only rules that regulate. Social norms—the sec-
ond of four constraints discussed here—regulate as well. Regardless of
the law, I would be punished by my neighbors if I drove through a
school zone at sixty-five miles per hour. In most of America, the most
significant constraint on single-sex relationships has nothing to do with
courts or legislators. These rules are not crafted by the self-conscious
actions of legislatures or courts; they live in the expectations and judg-
ments of the members of a community. And unlike laws, these rules
operate only with the complicity of the members of a community. We
might blame the church for restrictions placed on the erotic, but it’s not
quite—or perhaps not just—the church that would scorn the reckless
endangerment of children at school.

Rules thus characterize two kinds of constraints: Laws and social
norms. Such rules-based constraints differ from a third type of con-
straints—those of the market. The market sets the terms under which
resources get traded. Its constraint says what must be given for what,
subject to the rules (both law and norms) within which the market func-
tions. The market’s constraint is thus distinct from the barrier imposed
by law (for example, a felony conviction that might make it impossible
to be admitted to the bar), or by norms (that for most of our history,
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scorned women from the legal profession). But the nature of the barrier
that the market might impose is a function of law and norms. The law
permits a student to wait tables to pay for law school; it doesn’t permit
her to sell sex as a way to raise tuition. Norms support this law: the
same constraint on cash for sex is supported by a thick set of norms; a
different, but equally thick, set of norms would make it hard for a male
student to earn money by painting nails in a beauty shop.

The constraints of the market are conceptually different from the
constraints of the law and norms. Laws and norms punish deviation ex
post—one through an institution, the other through a community. The
market demands compliance, in a formal sense, simultaneously. You
trade cash for Coke, or an obligation to pay for a car. The constraint is
realized immediately, and perpetually, for example, as the hungry
man is continually aware that with the passing of each moment, he
can’t buy food.

These three constraints are distinct from a fourth that will be the
focus of the argument to follow. This is the constraint of place, or what I
will call architecture. By architecture I mean the complement of physical
constraints that set the terms on which we experience real space. That a
wall is opaque means I can’t see what’s going on in the other room.
That’s a constraint imposed by architecture. That a building has no
access ramp means the wheelchaired cannot get in. That too is a con-
straint imposed by architecture. These constraints of architecture are
distinct again from law and norms and the market. Like the market, they
operate in real time. We don’t live life like the Coyote in Road Runner,
racing off a cliff, only then to be reminded of the law of gravity. Con-
straints of architecture are both formally, and effectively, simultaneous.3

Unlike law, norms, and the market, however, the constraints of
architecture require no human agency to be real. I may be able to slip a
bottle of perfume into my pocket and walk out of the store undetected,
and thereby escape the constraints of the market (which demand that I
pay for the perfume I have taken), and the constraints of social norms
(which say perfume is not for me), and the constraints of the law (which
say I can’t take it without paying). It is a feature of these human-built
constraints that they must at some point be imposed by an agent to be
effective. The constraints of architecture cannot be escaped simply by
failing to be noticed. I can overcome some of them—I can blast a hole in
a wall to see what’s going on in the other room, or I might be able to
pick a lock to get inside. But overcoming a constraint is different from
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the constraint’s not being enforced. Constraints of architecture are not
conditional in the way constraints of law, norms, and the market are.4

These four constraints are therefore different. Yet at any time, they
operate together. They interact. Sometimes they support each other: the
norm against students selling sex supports the law against students
selling sex. Sometimes they undercut each other: that there is a price for
sex undermines the norms and rules against it being for sale. Thus, to
understand the effectiveness of any particular regulation, we must sur-
vey how the modalities operate together. And this survey requires a
certain practice. We must become aware of constraints that are often
invisible; we must practice drawing their constraint into focus.

This need is especially true for policymakers. Because constraints
work together, and sometimes crosswise, anyone promoting a policy
should strive to understand how these four modalities interact. And
depending upon the interaction of these modalities, the policymaker
might have to alter or modify these different constraints. These con-
straints—if properly surveyed—can become tools in the hand of the
regulator; they get deployed or modified to whatever end the regulator
might have.

This is a point lawyers, and governments, tend to forget, and hence
the point remains obscure. But the insight that I want to move to the
foreground is that the law is just one of these four possible constraints,
and often not the most significant or important. Yet it is, among the
four, the constraint most relevant to changing the other three.

Take smoking as a simple example. In the United States (fortu-
nately), we live in the culture of the smoking prohibitionists. There are
laws against the sale of cigarettes to minors, as well as laws that zone
where smokers can smoke.5 So too do norms constrain the smoker—in
some places more than others, for some people more than others. Cali-
fornia is different from Detroit; the young executive is different from
the disaffected undergraduate. So too does the market constrain smok-
ing: Cigarettes cost money; money is a constraint. So too with architec-
ture: Smoking is hard to hide. And so too do these four constraints
sometime function together: In this society, we line up smokers at the
entrance of buildings so that they can be shamed by others entering and
leaving work.

Again, these different constraints operate together, and the policy-
maker can manipulate these different constraints to change how they
operate together. The policymaker can change the law, so it prohibits
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more, or prohibits differently. Or the policymaker can fund television
commercials to change norms surrounding smoking—adding to the
stigma associated with smoking, or stigmatizing the producers of ciga-
rettes to reduce the demand to smoke. Or the policymaker can use the
market to increase the constraint on smoking—taxing cigarettes, for
examples. (We of course tax cigarettes heavily, while simultaneously
subsidizing tobacco production.)6 Or the policymaker could use archi-
tecture to regulate the consumption of cigarettes—for example, by reg-
ulating the amount of nicotine in a cigarette to reduce the addictiveness
of the habit.

Modern regulation—modern law—is the choice among these differ-
ent modalities of constraint. Modern regulation is the pragmatic disci-
pline of selecting the tool, or mix of tools, that best brings about the
desired social end.

This same mix of modalities exists in cyberspace, though the signifi-
cance of each is different. In the pages that follow, I want to argue that
in cyberspace, architecture will become the most significant regulator.
My point is not that cyberspace is the first place where architecture
mattered. The history of governments is littered with examples of
architecture as a tool of social policy. David Hackett Fischer describes
the founders of New England meticulously laying out the towns they
would found so that the relationship of the buildings to each other, and
to the town square, would assure that behavior within the town would
be properly regulated.7 Jeremy Bentham famously described the design
of a prison so that all cells would be viewable from one central position,
so that prisoners would never know whether they were being watched,
but that they always could be watched, and so they would be properly
regulated by the uncertainty about whether they were being monitored
or not.8 Napoleon III had Paris rebuilt so that the boulevards would be
broad, making it hard for revolutionaries to blockade the city, so that
Parisians would be properly regulated.9 Robert Moses built highway
bridges along the roads to the beaches in Long Island so that buses
could not pass under the bridges, thereby assuring that only those with
cars (largely white people) would use certain public beaches, and that
those without cars (largely African Americans) would be driven to use
other beaches, so that social relations would be accordingly regulated.10

In each of these cases, architecture was a tool for regulating behav-
ior. But in cyberspace, architecture will become even more significant.
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Relatively small changes in the character of the space will have pro-
found effects on the nature of the constraints experienced there. Under-
standing these changes, and their source, is the first step to under-
standing the place of law in cyberspace.

The problem of privacy in cyberspace will make the point more con-
cretely.

The Net was exposed to public view with the emergence of the
World Wide Web—a set of protocols for writing hyperlinked docu-
ments, and facilitating their interlinking across a network. The public
didn’t see these protocols—HTML and HTTP—but they were layered
onto a more basic set of protocols that constituted the Internet—the
protocols of TCP/IP, which establish the basic architecture of Internet
communication.11

None of these early Internet protocols made the identity of the user a
fact that the system needed to know in order to function. Each machine
on the Net needs an address (called an IP address) to communicate with
other machines on the Net; but those IP addresses have no necessary
connection with a geographic location or a particular person. Every time
the user connects, in principle he could receive a different IP address.
The web thus doesn’t know through the IP address alone who I am.

This early architecture thus had the effect of protecting individual
privacy. The user could surf the Web without there being any auto-
matic way to figure out who or where he was. This is not because the
Web revealed nothing about the user. When the user connects to a Web
server using a browser, lots of data is exchanged between the server
and the browser: which operating system is being used, which address
you just came from, which type of browser is being run.12 But while all
these bits of data are communicated to the server, nothing about the
identity of the user is, necessarily, divulged.

For those who liked the world where surfing was anonymous, this
architecture was ideal. But for those who wanted to know their cus-
tomers—or at least their customers’ customs—this world was not ideal.
Given the original architecture of the Web, it was difficult to know who
a user was, or what he wanted, and hence difficult to know how to sell
him what he wanted.

Early in the Net’s history, the first major provider of a browser—
Netscape—took steps to service those who wanted the Net to be less
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anonymous. Netscape released a new protocol for Web servers—the
cookie technology.13 With cookies, a server could deposit a bit of data
on a user’s machine, and when the user came back to the server, the
server would know with whom it was dealing. This made it easy to
monitor and track users, at least those users who tolerated cookies. And
this in turn meant that the protections for privacy had been changed.
Privacy was lessened on the World Wide Web, and the key is to focus
on why. Not because laws were changed or because norms had
evolved. Privacy was lessened because a simple feature of the architec-
ture of the Web had been altered. Changing the architecture to enable
cookies meant that less privacy was automatically assured.

This change was effected not by governments, but by a commercial
browser vendor trying to satiate the appetites of those commercial
enterprises keen to mine data for commerce from the Internet. Today,
as there is increased concern about privacy, different companies are
responding differently. Microsoft, for example, has built into its
browser a technology that enables users to block cookie deposits origi-
nating from sites that fail to make their privacy policies available in
machine readable form. The effect of this change has been to increase
the transparency of sites that use cookies to advertise to customers.
This increases the protection of a certain kind of data for users. Just as
the Netscape-initiated change to cyberspace architecture—cookies—
affected users’ privacy on the Net, here too it was a change in cyber-
space architecture—Microsoft’s cookie-blocking technology—that sim-
ilarly (yet inversely) affected users’ privacy on the Net.14

There are scores of examples just like this: The architecture of cyber-
space was one way; because it was one way, it protected a certain set of
values. The architecture was then changed, and the original values in
turn were lost or reshuffled. In each of these examples, we might imag-
ine the law playing a role in that change—by assuring a place stays as
it was, or in some cases, inducing a place to become something differ-
ent. In either case, the role of the law would be to alter a particular
architecture to better protect values chosen by the law.

In general, however, the law has not yet played that role in cyber-
space—even with a value as important as privacy that is recognized
both within cyberspace and without. And this is particularly true with
respect to values that are less in the fore than privacy, yet—or perhaps



because—they are so close to the architecture of the original space as to
be invisible outside it. Among these, there is one that will prove to be
the most significant to the character of innovation and creativity. This is
the value of “end-to-end.”

The “end-to-end argument” by Jerome Saltzer, David Clark, and David
P. Reed, directs designers about how intelligence in a network is to be
ordered.15 An end-to-end network places intelligence in the network at
the ends, or edge, of the network. Keep the network simple, or, as
David Isenberg calls it, stupid.16 Stupid networks, smart applications.
This was the character of the original Internet.

The early architects of the Net adopted this principle because—
though they were among the best and the brightest network designers
of their time—they knew that they didn’t know how the network
would be used. They had no idea how the network would mature, and
so they designed it so that it could mature in any way users wanted.
The network was not optimized to any particular use because no par-
ticular use was assured.17

A kind of humility (and good pragmatic sense) thus guided these
first network designers, and this humility had a consequence. The net-
work was simple. It specified a simple protocol for exchanging packets
of data. This simplicity meant that the network didn’t have within it the
power to discriminate among applications or content. Because the net-
work could not discriminate, innovators knew that their application or
their content could be served across the Internet regardless of the
wishes of the network owner. The network was a neutral platform; it
invited all comers.

For a brief span of time, this is just what the network did.18 Previ-
ously unimagined applications were built for the Net. New ways of
doing business, both in real space and in cyberspace, were born—as
were new ways of creating, new ways of sharing the fruits of that cre-
ativity with others, new ways of being artists, new ways of innovating.

This architecture, in turn, disabled certain structures of social and
commercial control. Laws were less effectively enforced as behavior
moved outside of traditional institutions. Control over content and dis-
tribution was less effectively achieved as channels of distribution could
no longer be controlled by content providers.

The law’s attitude to this change has been curiously ambivalent.
Where the interests affected by this architectural principle have been
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solely state—or governmental—interests, the law—usually the first
line of defense for the state in protecting its interests—has been slow
to respond. The Internet has made it hard to collect and control taxes;
the government has decided to wait before responding.19 The Internet
has made it extremely hard to keep kids from material deemed harm-
ful to minors; the Supreme Court has made it practically impossible
for the government to respond.20 Where it is the state that has lost
because of this loss of a power to discriminate, the response of the
state has been to wait and see. The governmental attitude seems to be
along the lines of: Let the place mature a bit, let’s see how it shakes
out before we launch regulation to alter it in a way that preserves
state values.

But where the interests affected by this architectural principle have
been private, a similar ambivalence has not been the practice. Instead,
the urgent response of both private and state actors has been to move
quickly to change the design of cyberspace to better protect or further
the affected interests.

Cable companies, for example, are building the next generation of
the Internet to be fundamentally different from the Net of the past. The
difference pertains to the value afforded the end-to-end argument.
Contrary to the end-to-end principle, cable companies are architecting
this new Internet to return control to the network owner.21 On the
Internet served by cable, content and applications can be discrimi-
nated among. Some content will flow quickly; other content will flow
slowly; some applications will be permitted; other applications will
not. This new network is being built to return control to the network
owner, and this change will affect fundamentally what innovation is
allowed.22

The same is true with the interests affecting the control of content in
our culture—that cultural institution referred to by a place, Hollywood.
As to content, too, the Net was initially a threat to the existing order: A
handful of companies controlled 80 percent of media in the world; five
companies control 90 percent of distributed music.23 These companies
recognized that the Net was a threat to their way of doing business.
They have responded with lawsuit after lawsuit aimed at stopping any
manner of distributing content that they can’t control.24 Their efforts
have largely been a success. As Michael Robertson, former CEO of
mp3.com, told me, “I think the realities are that this litigation is as
much about straddling the competition as anything else.”25
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What they’ve done very successfully is dried up the capital mar-
kets for any digital music company. . . . [W]e went public a little
over a year ago—when you [could] raise 400 million dollars
from going public. Today, if you took a digital music company
business plan, you couldn’t get a buck and a half from a venture
capital company.26

If we think about the Internet as divided into three layers—at the
bottom, a physical layer of wires and computers; in the middle, a code
layer setting the network protocols that make the Internet run; at the
top, a content layer that feeds the stuff that gets served by these proto-
cols across the wires and computers that constitute the Internet—then
the changes that I am describing are changes in the code (middle) layer,
induced by changes in the physical (bottom) and content (top) layers.
In the case of Hollywood, they are changes induced by pressure at the
content layer. In the case of cable, they are changed induced by pres-
sure at the physical layer. In both cases, the pressure induces changes to
the architecture that defines the Internet. The Net is moving from an
architecture that couldn’t discriminate—that served content and appli-
cations as individuals wanted—to an architecture that discriminates—
that serves content and applications as the influential commercial enti-
ties may control. In both cases, these changes transform the Internet
into something very different from what it was in its end-to-end mani-
festation, with the consequence that the Internet these changes create
increasingly protects traditional interests.27

The aim of both the network owners and the content owners is to use
their power to alter the basic architecture of the Net, so that that archi-
tecture—in particular, end-to-end—does not undermine their power. It
is the old protecting themselves against the new. It is the new being
forced to relinquish the potential that the Internet promised, in the face
of pressure from the old.

This is nothing new. In The Prince, Machiavelli described the same
pattern:

Innovation makes enemies of all those who prospered under the
old regime, and only lukewarm support is forthcoming from
those who would prosper under the new. Their support is indif-
ferent partly from fear and partly because they are generally
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incredulous, never really trusting new things unless they have
tested them by experience.28

So what is the law’s place in this struggle? What should it be?
The freedom that the Internet created did not come from any law; it

came from an architecture that disabled concentrations of power over
speech and communication. That architecture threatens those who
have most prospered in the world before the Internet. They, smartly,
have responded by challenging the very essence of this architecture.
They have responded by building and forcing to be built an architec-
ture that again gives controllers the power to control.

And to great effect. Network architects built a network that—in its
end-to-end form—many enthusiastically embraced. It got codified into
our lives, and every aspect of our life became increasingly affected by
it. It has become a second nervous system, rich with content and
enabling extraordinary communication. But then, using the tools of
code and law, interests of yesterday have rearchitected the place, to
vest back in themselves the power to control how this potential
emerges. They code it to build within its place the power to enforce pri-
vate control over public life. They have commandeered that which has
become our splendid second nervous system, and they are controlling
it to their ends.

The law could have a place in this transformation. It could defend
the values of decentralized, diverse innovation that the original archi-
tecture established. Or vice versa. But this has not been the law’s role.
And as the law stands aside, these other modalities remake the space
that the Internet was.

The consequences of this need not be imagined; they are practically
upon us. The place of innovation and unrestrained creativity; the loca-
tion of an explosion of something new; the home to creators without
connection; the territory where no one gets to control which innova-
tions are allowed: This place is passing. In its place is a familiar space of
relatively concentrated, relatively normal, effectively managed “cul-
tural” production. The consequences of a potentially radicalizing archi-
tecture have been averted, in part through the help (inaction) of law.

This is the consequence of a change in the architecture of cyberspace,
induced by actors within the market, aided by the force of rights pro-
tected through law. Yet it occurs practically unnoticed, because we are



142 The Place of Law 

not trained to see values built into architecture. We are therefore insen-
sitive to the changes brought about by the changes in that architecture.
Even here, where the changes affect the most profound features of the
early Internet, the changes are invisible.

Invisible is thus the place of law in this change to the Internet. In the
mix of modalities that effect this change, the most important is not seen,
and yet this part unseen has the most profound effect. Altering the
basic neutrality of the network’s platform alters fundamentally the
incentives, and freedom, to create and innovate on the network. This
new architecture becomes the Net’s new law. Were the law aware of the
place this architecture had in its regulation, it might well respond to the
changes this change in architecture effects. So far it has not.
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