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Chapter 1: The Basics

Overview

This chapter is a guide to the Unix commands and utilities that you must know to get anything out of this
book. This is preliminary material, and you may already know a substantial amount. Even if you think
you're up to speed, though, take a few seconds to flip through the sections just to make sure.

You may be asking yourself, "l thought this was a book about Linux, not Unix?" Don't worry; this chapter is
just getting you ready for working with the Linux system. Linux is a Unix flavor at heart. You will see the
word "Unix" in this chapter more than "Linux" because you can take the information straight over to
Solaris, BSD, and other Unix-flavored systems. Special care has been taken to avoid too many Linux-
specific user interface extensions, not only so you will have a better background with other operating
systems, but also because these extensions tend to be extremely unstable. You will be able to adapt to
new Linux releases much more quickly if you know the core that does not change.

Although the material here may seem sparse, you need to convince yourself that Unix is not hard. Yes,
most reports from the field are to the contrary, but in the end, Unix is nothing but a bunch of files and a few
commands for manipulating those files. If you are familiar with other operating systems, you shouldn't
have a problem. However, if you find the information in this preliminary chapter somewhat lacking, there
are books with much more detail for beginners, such as UNIX for the Impatient [Abrahams] and Learning
the UNIX Operating System [Peek].



1.1About /bin/sh

The shell is one of the most important parts of a Unix system. A shell is a program that runs commands.
For example, one of the shell's duties is to run the commands that users type. Shells also serve as small
programming environments. Unix programmers often break common tasks into little components and rely
on the shell to manage tasks and to piece things together.

Many important parts of the system are actually shell scripts — text files that contain nothing but shell
commands. If you have worked with MS-DOS, shell scripts may seem similar to . BAT files, but the shell is
far more powerful. Chapter 7 is a small guide to shell scripts, and you can peruse it anytime after finishing
this chapter.

As you progress through this book, you will learn how to manipulate commands with the shell. One of the
best things about the shell is that if you make a mistake, you can look at what you typed, see what went
wrong, and then try again quickly. Do not be afraid to try new things. The only way to learn the shell is to
use it.

There are many different Unix shells, but all derive many of their features from the Bourne shell, or
/ bi n/ sh. Every Unix system needs the Bourne shell to function correctly, as you will see throughout this
book.

Linux uses an enhanced version of this shell, called bash, or the "Bourne-again” shell. bash is the default
shell for most Linux distributions, and / bi n/ sh is normally some sort of link to bash on a Linux system.
You should use the bash shell when running the examples in this book.

You may not have bash if you're using this chapter as a guide for a Unix account at an organization where
you are not the systems administrator. You can change your shell with chsh or ask your systems
administrator for help.



1.2Using the Shell

When you installed Linux, you set up a root (superuser) password, and hopefully you also made at least
one more regular user for yourself. For this chapter, you should log in as the regular user.

The first thing you need to do after logging in is to bring up a shell window. After starting a shell, its window
contains a prompt at the top that usually ends with a dollar sign ($). On Red Hat Linux, the prompt looks
like[ name@ost pat h] $. If you know Windows, you will find that the shell window looks vaguely similar

to the command prompt.

Note You may hear the shell window referred to as the terminal window. The terminal window is the
part of the user interface that accepts keystrokes from the windowing system and draws the
characters on the screen. You can think of the terminal as a middleman between the shell and
the user.

Now type the following command and press ENTER:

cat /etc/passwd

The command prints a couple of lines that start with usernames, and then you get your shell prompt back.
If you can't read the text very well, manipulate the font settings to your liking. You're going to be spending
a good part of your time with this book in the shell, so you should be comfortable with it.

Thecat command is a great one to start with because it's one of the easiest Unix commands. Its syntax is
as follows:

catfilel file2 ...

When you run this command, cat prints (and concatenates) the contents of fi | el,fi | €2, and any
additional files you desire (denoted by . . . ) and exits.

If you do not specify any input files, cat reads from the standard input, which in this case is the keyboard.
To see this at work, type cat and press ENTER. Unlike the earlier example, you do not get your shell
prompt back because cat is still running. Now type some stuff (it doesn't matter what). After you press
ENTER at the end of each line, cat repeats the line you typed. When you're sick of this, press CONTROL-
D on a line by itself to terminate the cat command and return to the shell prompt.

Note Do not confuse CONTROL-D and CONTROL-C. CONTROL-D on a line by itself stops the
current standard input entry (and often terminates a program). CONTROL-C terminates a
program regardless of its input or output.

You have now experienced standard input (st di n) and output (st dout ), two important components of the
Unix shell environment. Standard input is a program's default input source. When you ran cat without any
arguments, it didn't give up because there were no arguments; instead, cat switched to standard input
instead of going after some files. Here, standard input was the stuff that came from your keyboard.
Standard output, on the other hand, is where a program's output goes by default. In this case, that location
is the terminal window running the shell. The best feature of standard input and output is that you can
easily send them to places other than their defaults, as described in Section 1.14.



1.3Basic Commands

It's time to learn some other Unix commands. Most of the following programs take multiple arguments, and
some have so many options and formats that an unabridged listing would be pointless. This is a simplified
list; you don't need to know all of the details just yet.

1.3.1ls

Thel s command lists the contents of a directory. The default is the current directory. Use I s -1 for a
detailed (long) listing and | s - F to display file type information (for more on file types and the permissions
in the left column, see Section 1.17). Here is a sample long listing:

total 3616

-rwr--r-- 1 juser users 3804 Apr 30 2000 abusive.c
-rwr--r-- 1 juser users 4165 May 26 1999 battery.zip
-rwr--r-- 1 juser users 131219 Cct 26 2000 beav_1.40-13.tar.gz
-rwr--r-- 1 juser users 6255 May 30 1999 country.c
drwxr-Xxr-x 2 juser users 4096 Jul 17 20:00 cs335
-rwxr-xr-x 1 juser users 7108 Feb 2 2001 dhry
-rwr--r-- 1 juser users 11309 Cct 20 1999 dhry.c
-rwr--r-- 1 juser users 56 Cct 6 1999 doit
drwxr-xr-x 6 juser users 4096 Feb 20 13:51 dw
drwxr-xr-x 3 juser users 4096 May 2 2000 hough-stuff

1.3.2¢cp

In the first form shown below, cp copies the contents of fi |l el tofil e2. In the second form, it copies all
files to the di r directory:

cpfilel file2
cpfilel ... fileNdir

1.3.3mv

In the first form below, nv renames fil el tofil e2. In the second form, it moves all files to the di r
directory:

mvfilel file2
mfilel ... fileNdir

1.3.4touch

Thet ouch command creates afile. If the file already exists, t ouch does not change it, but it does update
the timestamp you see with the long listing that you get withthe | s -1 command.

touchfile

1.3.5rm

To delete (remove) afile, use r m After you remove a file, it's gone. Do not expect to be able to "undelete”
anything.

rnfile



1.3.6echo

Theecho command prints its arguments to the standard output:

echo Hell o there.

The echo command is very useful for finding expansions of shell wildcards and variables that you will
encounter later in this chapter.



1.4Using Directory Commands

Unix has a directory hierarchy that starts at/ , sometimes called the root. The directory separator is the
slash (/ ),not the backslash (\ ). There are several standard subdirectories in the root directory, such as
[ usr (you'll learn all about them in Section 2.1).

A directory specification is called a path, and one that starts at the root (suchas / usr/ | i b)isa full or
absolute path. Similarly, a filename with a full path in front (suchas/usr/1i b/ li bc. a)isa full
pathname.

The path component identified by two dots (. . ) specifies the parent of your shell's current directory, and

one dot (.) specifies the current directory. For example, if the current working directory of your shell is
[usr/1ib, the path../bi nrefersto/usr/bin. A path beginning with . . or. is called a relative

pathname.

The following sections describe the essential directory commands.

1.4.1cd

Thecd command changes the shell's current working directory to di r :

cddir

If you omit di r, the shell returns to your home directory.

1.4.2mkdir

Thenkdi r command creates a new directory, di r:

nkdirdir

1.4.3rmdir

Ther ndi r command removes the directory di r :

rodirdir

Ifdi r isn't empty, this command fails. However, if you're impatient, you probably don't want to laboriously
delete all the files and subdirectories inside di r first. You canuserm -rf dir to delete a directory and
its contents, but be careful. This is one of the few commands that can do serious damage, especially if you
run it as the superuser. The - r option specifies recursive delete, and - f forces the delete operation. Don't
use the - r f flags with wildcards such as a star (*). Above all, always double-check your command.

1.4.4Shell Wildcards

The shell is capable of matching simple patterns with files in the current working directory. The simplest of
these is the star character (*), which means match any number of arbitrary characters. For example, the
following command prints a list of files in the current directory:

echo *

After matching files to wildcards, the shell substitutes the filenames for the wildcard in the command line
and then runs the revised command line. Here are some more wildcard examples: at * matches all files
starting with at ;* at matches files that end with at ; and * at * matches any files that contains at . If no
files match a wildcard, the shell does no substitution, and the command runs with literal characters such as
* (for example, try a command such as echo *df kdsaf h).



If you're used to MS-DOS, you might instinctively type *. * as a wildcard to match all files. Break this habit
now. In Linux and other versions of Unix, you must use * to match all files. In the Unix shell, *. * matches
only files and directories that contain the dot (.) character in their names. Unix filenames do not need
extensions and often do not carry them.

Another shell wildcard character is the question mark (?), instructing the shell to match exactly one
arbitrary character. For example, b?at matches boat and br at .

If you do not want the shell to expand a wildcard in a command, enclose the wildcard in single quotes (' ' ).
For example, the command echo ' *' prints a star. You will find this handy in a few of the commands
described in the next section, such as gr ep and f i nd. Quoting is a somewhat tricky matter, so don't get
too involved with it just yet — you'll learn more much later, in Section 7.2.

This isn't the end to a modern shell's pattern-matching capabilities, but * and ? are what you need to know.



1.5Intermediate Commands

The following sections describe the most essential intermediate Unix commands beyond the basics that
you saw earlier in this chapter. There are many more commands where these come from; check out
Appendix A for a large list of commands on your system.

1.5.1grep

gr ep prints the lines from a file or input stream that match an expression. For example, if you want to print
the linesin the / et ¢/ passwd file that contain the text r oot , use this command:

grep root /etc/passwd

Thegr ep command is extraordinarily handy when operating on multiple files at once, because it prints the
filename in addition to the matching line when in this multiple-file mode. For example, if you want to check
on every filein/ et ¢ that contains r oot , you could use this command:

grep root /etc/*

Two of the most important gr ep options are -i (for case-insensitive matches) and - v (which inverts the
search; that is, it prints all lines that don't match). There is also a more powerful variant called egr ep.

gr ep understands patterns known as regular expressions that are grounded in computer science theory
and are ubiquitous in Unix utilities. Regular expressions are more powerful than wildcard-style patterns,

and they have a different syntax. The two most important things to remember about regular expressions
are these:

= . * to match any number of characters (like the * in wildcards)

= . to match one arbitrary character

The grep(1) manual page contains a detailed description of regular expressions, but it can be a little
difficult to read. To learn more, you can try Mastering Regular Expressions [Friedl], or look at the regular
expressions chapter of Programming Perl [Wall]. If you like math and are interested in where these things
come from, look up Introduction to Automata Theory, Languages, and Computation [Hopcroft].

1.5.2more and less

When a command's output is long, it can scroll off the top of the screen, and it's annoying to use a
scrollbar to view such output because you have to move your hands around. You sometimes may also
want to look at a large text file without starting a text editor. Two standard commands for text navigation
arenor e and | ess.

To page through a big file like / usr/ di ct / wor ds, use a command such as nore /usr/di ct/words.
When running nor e, you will see the contents of the file, one screenful at a time. You can press the space
bar to go forward in the file and the b key to skip back one screenful. To quit nor e, type g.

Thel ess command performs the same function as nor e, but it is far more powerful and widely used. Use
| ess --hel ptogetagoodsummary of its operations.

As you will learn in Section 1.14, you can send the output of nearly any program directly to another
program’s input, enabling operations such as this (try it to see what it does):

grep ie /usr/dict/words | |ess

1.5.3pwd

This program's name stands for "print working directory," and the command outputs the current working
directory. That's all that pwd does, but it's useful. Some Linux distributions set up accounts with the current
working directory in the prompt, but you may wish to change that because the current working directory



takes up alot of space on a line.

1.5.4diff

To see the differences between two text files, use di f f :

difffilel file2

There are several options that can control the format of the output, such as - ¢, but the default output
format is often the most comprehensible (for human beings, that is).

1.5.5file

If you see afile and are unsure of its format, try using f i | e to see if the system can guess, based on a
large set of rules:

filefile

You may be surprised to see how much this innocent-looking command can do.

1.5.6find

It's frustrating when you know that a certain file is in a directory tree somewhere, and you just don't know
where. Run findtofindfileindir:

finddir -nanme file -print

Like most programs in this section, fi nd is capable of some fancy stuff. However, don't try options such
as- exec before you know the form shown here by heart, and you know why you need the - name and -

pri nt options. The f i nd command accepts wildcard characters, such as *, but you must enclose them in
single quotes (' *' ) to protect the wildcard characters from the shell's own wildcard features (recall from
Section 1.4 .4 that the shell expands wildcards before running commands).

1.5.7head and tail

To quickly view a portion of a file or stream, use the head andt ai | commands. For example, head

[ etc/inittab shows the first ten lines of this system configuration file, andtail /etc/inittab
shows the last ten lines. You can change the number of lines to print by using the - n option, where n is the
number of lines you want to see. If you want to print lines starting atlinen, use tai | +n.

1.5.8sort

Thesort command quickly puts the lines of a text file in alphanumeric order. If the file's lines start with
numbers, and you want to sort in numeric order, use the - n option. The - r option reverses the order of the
sort.



1.6Changing Your Password and Shell

On large commercial sites, it is important to change your password when you first log in. At home, you
may not even have a password, but you should. Use the passwd command to change your password. It

asks for your old password and then prompts you for your new password twice.

As any other manual will tell you, choose a password that does not include any real words in any language.
Don't try to combine words, either. One of the easiest ways to get a good password is to pick a sentence,
produce an acronym from it, and then modify the acronym with a number or some punctuation. All you
have to do is remember the sentence. For example, Ayht 8i rt is a modification of the previous sentence.

1.6.1chsh

You can change your shell with the chsh command, but keep in mind that this book assumes that you're
runningbash.



1.7Dot Files

Change to your home directory and take a look around with | s, and thenrunl s -a. Atfirst, you will not
see the configuration files, which are also called dotfiles. Dot files are nothing more than files and
directories whose names begin with a dot (.). Common dot files are . bashr ¢ and . | ogi n. There are

some dot directories, too, such as. nozi | | a.

There is nothing special about dot files or directories. Some programs just don't list them by default, so
that you don't see a complete mess when listing the contents of your home directory. For example, without
the- a option, | s doesn't list dot files. In addition, shell wildcards don't match dot files unless you explicitly

use a pattern such as . *.

Note You can still run into problems with wildcards because . * matches . and . . (the current and

parent directories). Depending on what you're doing, you may wish to use a pattern such as
[~ ]1* or. ??* to getall dot files except the current and parent directories. Thisisn't a perfect

solution, but it usually works.



1.8Environment and Shell Variables

The shell can store temporary variables, called shell variables, that store the values of text strings. Shell
variables are very useful for keeping track of state in scripts, and some shell variables control the way the
shell behaves (for example, the PS1 variable controls the prompt). To assign a value to a shell variable,
use the equal sign (=):

STUFF=Dbl ah

The preceding example sets the value of the variable named STUFF to bl ah. To access this variable, use
$STUFF (for example, try running echo $STUFF).

Anenvironment variable is like a shell variable, but is not specific to the shell. All programs on Unix
systems have environment variable storage. The difference that you will notice is that the operating
system passes all of your shell's environment variables to programs that the shell runs, whereas shell
variables are not accessible by the commands that you run. Some programs use environment variables for
configuration and options. For example, you can put your favorite | ess command-line options in the LESS
environment variable, and | ess will use these when you run it. Many manual pages contain a section
marked ENVIRONMENT that describes these variables.

You can assign a new environment variable just as you would a shell variable, except that after creating
the variable, you must run the expor t operation to transfer the variable to the shell's environment
variable storage. The following sequence of commands assigns a value to STUFF and changes it into an
environment variable:

STUFF=bl ah
export STUFF



1.9The Command Path

PATH s a special environment variable containing the command path (or path for short). A command path
is a list of system directories that the shell looks in when trying to locate a command. For example, if you
try to run the | s command, the shell searches the directories listed in PATH for the | s program. If
programs with the same name appear in several directories in the path, the shell runs the first program
that matches.

If you run echo $PATH, you'll see that the path components are separated by colons (: ). Here's a simple
example:

/fusr/local/bin:/usr/X11R6/bin:/usr/bin:/bin

To make the shell look in more places for programs, you can change the PATH environment variable. You
can add a directory di r to the beginning of the path so that the shell looks in di r before looking in any of
the other PATH directories with this command:

PATH=di r : $PATH

As an alternative, you can append a directory name to the end of the PATH variable, causing the shell to
look indi r last:

PATH=$PATH: di r

Note Exercise caution when modifying the path, because you can accidentally wipe out your entire
path if you mistype $PATH. Don't panic if this happens, because it isn't permanent (for a lasting
effect, you need to mistype it when editing a certain configuration file, and even then it isn't
difficult to rectify). One of the easiest methods to get back to normal is to exit the terminal
window that you're using and start another.



1.10Special Characters

If you know people who are into Linux, and you have some inexplicable desire to discuss it with them, you
should know a few names for some of the special characters that you'll encounter. If you are infinitely
amused by this sort of thing, look at the Jargon File (http://catb.org/~esr/jargon/html/) or its printed
companion,The New Hacker's Dictionary [Raymond].

Table 1-1 on the next page lists a select set of the special characters, what they are, what people call
them, and their uses. You have already seen many of these characters in this chapter. Not all meanings of
each character are identified because there are too many to list. Some dutilities, such as the Perl
programming language, use nearly every one of these special characters! Also, keep in mind that these
are the American names for the characters.

Table 1-1: Special Characters

‘ Character ‘ Name(s) ‘ Uses

* ‘ star ‘ Regular expression, wildcard character
‘ . ‘ dot ‘ Current directory, file/hostname delimiter
‘ ! ‘ bang ‘ Negation, command history

‘ | ‘ pipe ‘ Command pipes

‘ / ‘ (forward) slash ‘ Directory delimiter, search command
‘\ ‘ backslash ‘ Literals, macros (never directories)

‘$ ‘ dollar ‘Variable denotation, end of line

' ‘tick, (single) quote ‘ Literal strings

‘ ) ‘ backtick, backquote ‘ Command substitution

" ‘ double quote ‘ Semi-literal strings

‘ " ‘ caret ‘ Negation, beginning of line

‘ ~ ‘tilde, squiggle ‘ Negation, directory shortcut

‘ # ‘ hash, sharp, pound ‘ Comments, preprocessor, substitutions
‘ 1 ‘ (square) brackets ‘ Ranges

‘ {1 ‘ (curly) braces ‘ Statement blocks, ranges

‘ . ‘ underscore ‘ Cheap substitute for a space

Note You will often see control characters marked with a caret; for example, ~C for CONTROL-C.



1.11Command-Line Editing

As you play around with the shell, you may notice that you can edit the command line with the left and
right arrow keys, as well as page through previous commands with the up and down arrows. This is as
good as standard on almost any Linux system.

However, you should forget about the arrow keys and use control key sequences instead. If you learn and
practice the ones listed in Table 1-2, you will have a great advantage when entering text in the many Unix
programs that use these standard keystrokes.

Table 1-2: Command-Line Keystrokes

‘ Keystroke ‘ Action

‘ CONTROL-B ‘ Move cursor left

‘ CONTROL-F ‘ Move cursor right

‘ CONTROL-P ‘ View previous command (or move cursor up)
‘ CONTROL-N ‘ View next command (or move cursor down)

‘ CONTROL-A ‘ Move the cursor to the beginning of the line

‘ CONTROL-E ‘ Move the cursor to the end of the line

‘ CONTROL-W ‘ Erase the preceding word

‘ CONTROL-U ‘ Erase the entire line




1.12Text Editors

Speaking of editing, it's time for you to learn an editor. To get serious with Unix, you must be able to edit
text files without damaging them. Most parts of the system use plain-text configuration files (for example,
those in / et ¢). It's not too difficult to edit files, but you will do it so often that you need a serious, powerful
tool for the job.

You should make a serious attempt to learn one of the two de facto standard Unix text editors, vi and
emacs. Most Unix wizards are religious about their choice of editor. Don't listen to them. Instead, choose
for yourself. If you choose an editor that matches your personality, you will find it easier to learn.

= If you want an editor that can do almost anything and has extensive online help, and you don't mind
doing some extra typing to get these features, try enacs.

= If speed means everything to you, give vi a shot; it "plays" a bit like a video game.

Learning the vi Editor [Lamb] can tell you everything you need to know about vi . For ermacs, use the
online tutorial: Start emacs from the shell prompt or a GUI menu, type CONTROL-H, and thentype t . If
you want a book, look at GNU Emacs Manual [Stallman].

You might be tempted to bumble around with a "friendlier" editor, such as pi co or one of the myriad GUI
editors when you first start out, but if you're the type of person who tends to make a habit out of the first
thing that you use, you don't want to go down this route.

Incidentally, the editing text is where you will first start to see a difference between the terminal and the
GUI. Editors such as vi run inside the terminal window, using the standard terminal I/O interface that you
are now starting to learn. However, GUI editors start their own window and present their own interface,
independent of terminals.



1.13Getting Online Help

Linux systems come with a wealth of documentation. For basic commands, the manual pages (or man
pages) tell you what you need to know. To access this manual, use the man command. For example, to
see the manual page for the | s command, run man as follows:

man |'s

Most manual pages concentrate primarily on reference information. They may contain some examples and
cross-references, but that's about it. Don't expect a tutorial, and don't expect an engaging literary style. For
programs with many options, the manual page often lists the options in some systematic way (for example,
alphabetical order). It won't bother to tell you what the important ones are. If you are patient, you can
usually find what you need to know. If you're excessively impatient, ask a friend, or pay someone to be
your friend so that you can ask them.

To search for a manual page by keyword, use the - k option:

man -k keyword

This is helpful if you don't quite know the name of the command that you want.

Note If you have any additional questions about any of the commands described in the previous
sections, you can find the answers with the man command.

Manual pages fall into numbered sections. When someone refers to a manual page, the section number
appears in parentheses next to the name — ping(8), for example. Table 1-3 explains the section numbers:

Table 1-3: Online Manual Sections

‘ Section ‘ Description

‘ 1 ‘ User commands

‘ 2 ‘ Low-level system calls

‘ 3 ‘ Higher-level Unix programming library documentation

‘ 4 ‘ Device interface and driver information

‘ 5 ‘ File descriptions (system configuration files)

‘ 6 ‘ Games

‘ 7 ‘ File formats, conventions, and encodings (ASCII, suffixes, and so on)
‘ 8 ‘ System commands and servers

Sections 1, 5, 7, and 8 are good supplements to this book. Section 4 may be of marginal use. Section 6
would be great if only it were a little larger.

You can select a manual page by section. This is sometimes important because man displays the first
manual page that it finds for a particular search term. For example, if you want to see the / et ¢/ passwd
file description (as opposed to the passwd command), you can insert the section number before the page
name:

nman 5 passwd

Manual pages cover the essentials, but there are many more ways to get online help. If you're just looking
for a certain option for a command, try typing a command name followed by - - hel p or - h (the exact
option varies from command to command). You may get a deluge (as in the case of | s - - hel p), but you
may find just what you're looking for.

Some time ago, the GNU Project decided that it didn't like manual pages very much and switched to



another format called info (or texinfo). Often, this documentation goes further than a typical manual page,
but it is sometimes more complex. To access an info page, use i nf o with the command name:

i nf ocommand

Some packages dump their available documentation into / usr/ shar e/ doc with no regard for online
manual systems such as man or i nf 0. Have alook in this directory on your system if you find yourself
searching for documentation. And as ever, don't hesitate to look for help on the Internet if you have a

connection.



1.14Shell Input and Output

Now that you are familiar with basic Unix commands, files, and directories, you are ready learn the shell's
I/0 tricks. You can redirect the standard input and output. Let's start with standard output.

If you wish to send the output of conmand to a file instead of the terminal, use the > redirection character:

command > file

The shell creates f i | e if it does not already exist. If f i | e does exist, the shell erases the original file first;

this is called clobbering the file. Some shells have parameters that prevent clobbering. For example, you
cantype set - Ctoavoid clobbering in bash.

If you don't want to overwrite a file, you can append the output to the file instead with the >> redirection
syntax:

command >> file

This is a handy way to collect output in one place when repeatedly executing a variant of the same
command.

To send the output of a command to the input of another command, use the pipe (] ). To see how this
works, try these two commands:

head / proc/ cpui nfo
head /proc/cpuinfo | tr a-z A-Z

You can send output through as many piped commands as you wish; just add another pipe (| ) before each
additional command.

1.14.1Standard Error

Occasionally, you may redirect standard output but find that the program still prints something on the
terminal. This is standard error (st der r), an additional output stream for diagnostics and debugging. Try

this command, which produces an error:

s /fffffffff > f

After completion, f should be empty, but you still see the following error message on the terminal as
standard error:

ls: /fffffffff: No such file or directory

You can redirect the standard error if you like. If you want to send standard output to f and standard error
toe, use the following command:

s /fffffffff > f 2> e

The number 2 specifies the stream ID that the shell modifies. Stream ID 1 is standard output (the default),
and 2 is standard error.

You can also send the standard error to the same place as st dout with the >& notation. For example, to
send both standard output and standard error to the file named f, try this command:

s /fFfffffff > f 2>&1



1.14.2Standard Input Redirection

It is also possible to channel afile to a program's standard input with the < operator. Here's an example:

head < /proc/cpuinfo

You will occasionally run into a program that requires this sort of redirection. However, because most Unix
commands accept filenames as arguments, this redirection isn't very common. For example, the
preceding command could have been written as head / pr oc/ cpui nf o.



1.15Understanding Error Messages

When you encounter a problem on a Unix-like system such as Linux, you must read the error message.
Unlike messages from other operating systems, Unix errors usually tell you exactly what went wrong.

Most Unix programs generate and report the same basic error messages, but there can be subtle
differences between the output of any two programs. Here is an example that you'll certainly encounter in
some form or other (the error message is in boldface):

$ I's /dsaf sda
I's: /dsafsda: No such file or directory

There are three components to this message:

= The program name, | s. Some programs omit this identifying information, which can be annoying
when you are writing shell scripts, but it's not really a big deal.

= The filename, / dsaf sda, which is a more specific piece of information. There's some problem with
this path.

m The specific error, No such file or directory, indicates the problem with the filename.

Putting it all together, you get something like "l s tried to open / dsaf sda but couldn't because it does not
exist." This may seem kind of obvious, but these messages can get a little confusing when you run a shell
script that includes an erroneous command under a different name.

Always address the first error first. For example, some programs report that they can't do something before
reporting a host of other problems. For example, let's say you run a fictitious program called scund, and
you see this error message:

scund: /etc/scund/ config: No such file or directory

Following this is a huge list of other error messages that looks like a complete catastrophe. Don't let those
other errors distract you. You probably just need to create / et ¢/ scund/ confi g.

Note Do not confuse error messages with warning messages. Warnings often look like errors, except
that they contain the word "warning." A warning usually means something is wrong but that the
program will try to continue running anyway. To fix a problem noted in a warning message, you
may have to hunt down a process and kill it before doing anything else (you'll read about
processes in Section 1.16).

1.15.1Common Errors

Many of the errors that you will encounter in Unix programs result from things that can go wrong with files
and processes. Here is the error message hit parade:

No Such File or Directory
This is the number one error. You tried to access a file that does not exist. Because the Unix file /O
system does not discriminate between files and directories, this error message occurs everywhere. You get

it when you try to read a file that does not exist, when you try to change to a directory that isn't there, when
you try to write to afile in a directory that does not exist, and so on.

File Exists

In this case, you probably tried to create a file that already exists. This is common when you try to create a
directory with the same name as a file.

Not a Directory, is a Directory

These messages pop up when you try to use a file as a directory, or a directory as a file. You may have to
hunt around a little after you see the error message. Here is an example:



$ touch a
$ touch a/b
touch:a/b: Not a directory

Notice that the error message only applies to the a part of a/ b. When you encounter this problem, you
may need to dig around a little to find the particular file that is being treated like a directory.

No Space Left on Device

You're out of disk space. See Section 2.4.7 for information on how to manage this.

Permission Denied

You get this error when you attempt to read or write to a file or directory that you're not allowed to (that is,
you have insufficient access privileges). This includes the case when you try to execute a file that does not
have the execute bit set (even if you can read the file). You will read more about permissions in Section
1.17.

Operation Not Permitted

This usually happens when you try to kill a process that you don't own.

Segmentation Fault, Bus Error

A segmentation fault essentially means that the person who wrote the program that you just ran screwed
up somewhere. The program tried to access some part of memory that it was not allowed to touch, and the
operating system killed it. A bus error is similar, except that it tried to access some memory in a particular
way that it shouldn't. When you get one of these errors, you might be giving a program some input that it
did not expect.



1.16Processes

Aprocess is a running program. Each process on the system has a numeric process ID (PID). For a quick
listing of the processes that you're running, just run the ps command on the command line. You should get

a list like this:

PID TTY STAT TI ME COMVAND
520 pO0 S 0: 00 -bash
545 ?S 3:59 /usr/ X11R6/ bi n/ ctwm - W
548 ?S 0: 10 xcl ock -geonetry -0-0
2159 pd SW 0:00 /usr/bin/vi lib/addresses
31956 p3 R 0: 00 ps

This is an abridged listing; yours will be much longer if you're running a windowing system. The fields are
as follows:

= PID The process ID.
» TTY The terminal device where the process is running (don't worry about this for now).

m STAT The process status; that is, what the process is doing at the given time and where its memory
resides. For example, S means sleeping and Rmeans running. Check the ps(1) manual page for all
the symbols.

» TIME The amount of CPU time (in minutes and seconds) that the process has used so far. In other
words, this is the total amount of time that the process has spent running instructions on the
processor.

= COMMAND This one might seem obvious, but be aware that a process can change this field from its
original value.

If you're interested in all processes on the system (not just the ones you're running), use ps ax, and if
you'd like a more detailed report on process characteristics, use ps u. As with other programs, you can
combine options, asin ps aux. Another important option that works in conjunction with a is w, which tells
ps to print the full command name if it's too long to fit on one line.

To check on a specific process, add its PID to the argument list of the ps command. For example, one
way to inspect the current shell processis with ps u $$ ($$ is a shell variable that evaluates to the
current shell's PID).

You'll find information on two handy administration commands called t op and | sof in Section 4.8. These
can be useful when locating processes, even when doing something other than system maintenance.

1.16.1Killing Processes

To terminate a process, send it a signal with the ki | | command. In most cases, all you need to do is this:
killpid

There are many types of signals. The default signal is TERM or terminate. You can send different signals
by adding an extra option to ki | | . Let's say that you don't want to terminate the process, but rather,
freeze it with the STOP signal. Use this command:

kill -STOP pid

A process stopped in this manner is still in memory, ready to pick up where it left off. Use the CONT signal
to set the process on its way again:



kill -CONT pid

As you may recall from Section 1.2, CONTROL-C terminates a process running in the current terminal.
This is the same as using ki | | to end the process with the | NT (interrupt) signal.

The most brutal way to terminate a process is with the KI LL signal. Other signals give the process a
chance to clean up after itself, but KI LL does not — the operating system terminates the process and
forcibly removes it from memory. Use this as a last resort.

Warning Don't kill processes indiscriminately, especially if you don't know what they're doing. This can
be akin to shooting yourself in the foot.

1.16.2Job Control

Shells also support job control, a way to send STOP and CONT signals to programs by using funny
keystrokes and commands. For example, you can send a STOP signal with CONTROL-Z and start the
process again by typing f g or bg.

Despite the habits of many experienced users, job control is not necessary and can be confusing to
beginners — it is not uncommon for the user to press CONTROL-Z instead of CONTROL-C and have
many suspended processes sitting about.

If you want to run multiple shell programs, you can either run each program in a separate terminal window,
put non-interactive processes in the background (explained in the next section), or learn to use the
scr een program.

1.16.3Background Processes

Normally, when you run a Unix command from the shell, you do not get the shell prompt back until the
program has finished executing. However, you can detach a process from the shell and put it in the
"background" with the ampersand (&); this gives you the prompt back. For example, if you have a large file
that you need to decompress with gunzi p (you'll see this in Section 1.18), and you want to do some other
stuff while it's running, run the command as in this gunzi p example:

gunzipfile.gz &

The shell responds by printing the PID of the new background process, and the prompt returns
immediately so that you can continue working. The process also continues to run after you log out, which
comes in particularly handy if you have a program that does a lot of number crunching that you need to
run for a while. Depending on your setup, the shell may notify you when the process completes.

The dark side to background processes is that they may expect to work with the standard input (or worse).
If the program wants to read something from the standard input when itis in the background, it can freeze
(tryf g to bring it back), or it may terminate. If the program writes to the standard output or standard error,
the output can appear in the terminal window with no regard to anything else running there.

The best way to make sure that a background process doesn't bother you is to redirect its output (and
possibly input) as described in Section 1.14.

If spurious output from background processes gets in your way, you should know how to redraw the
content of your terminal window. bash and most full-screen interactive programs support CONTROL-L to
redraw the entire screen. If a program is reading from the standard input, CONTROL-R usually redraws the
current line. Unfortunately, pressing the wrong sequence in the wrong situation can leave you in an even
worse situation than before. For example, CONTROL-R at the bash prompt puts you in an annoying mode
called reverse isearch.



1.17File Modes and Permissions

Every Unix file has a set of permissions that determine whether you can read, write, or run the file.
Runningl s -1 displays the permissions. Here's an example of such a display:

-rwr--r-- 1 juser sonmegroup 7041 Mar 26 19: 34 endnotes. htni

The first column represents the mode of the file, and it is shown in bold. The mode represents the file's
permissions and some extra information. There are four parts to the mode; Figure 1-1 on the next page
illustrates the pieces. The first character of the mode is the file type. A dash (-) in this position, asin the
example, denotes a regular file, meaning that there is nothing special about it. This is by far the most
common kind of file. Directories are also common, carrying d in the file type slot. The rest of the file types
are listed in Section 2.3, but you don't need to know about them just yet.

User permissions
Type Group permissions
1 [ Other permissions
-YW-r--r--
Figure 1-1: The pieces of a file mode

The rest of a file's mode contains the permissions, which break down into three sets: the user,group, and
other permissions, in that order. For example, the r w characters in the example are the user permissions,
r- - arethe group permissions, and r - - are the other permissions.

Four basic things can appear in each permission set:
= r Means that the file is readable
= wMeans that the file is writable
» X Means that the file is executable (that is, you can run it as a program)
= - Means nothing

The user permissions (the first set) pertain to the user who owns the file. In the preceding example, that's
j user.

The second set, group permissions, are for the file's group (sonegr oup in the example). Any user in that
group can take advantage of these permissions. (Use the gr oups command to see what group you're in,
and see Section 4.3.2 for more information.)

Everyone else on the system has access according to the other permissions. These are sometimes called
world permissions.

Note Each read, write, and execute permission slot is sometimes called a permission bit. Therefore,
you may hear people refer to parts of the permissions as "the read bits."

Some executable files have an s in the user permissions listing instead of an x. This indicates that the
executable is setuid, meaning that when you execute the program, it runs as the file owner instead of you.
Many programs use this setuid bit to run as root to get the special privileges they need to change system
files. One example is the passwd program, which needs to change the / et ¢/ passwd file.

1.17.1Modifying Permissions

To change permissions, use the chnod command. First, pick the set of permissions that you want to
change, and then pick the bit to change. For example, say that you want to add group (g) and world (o, for
"other") read (r) permissions to fi | e. You can do it with two commands:

chnodg+rfile
chnodo+rfile



Or you can do it all in one shot like this:

chnodgo+rfile

To remove these permissions, use go- r instead of go+r.

Note Obviously, you shouldn't make your files world writable because it gives anyone on your system
the ability to change them. But would this give anyone connected to the Internet a chance to
change your files? Probably not, unless your system has a network security hole. In that case,
file permissions aren't going to help you.

You may sometimes see people changing permissions with numbers, for example:

chnod 644 file

This is called an absolute change, because it sets all of the permission bits at once. To understand how
this works, you need to know how to represent the permission bits in octal form (each numeral represents
an octal number and corresponds to a permission set). If you're curious about this, look at the chmod(1)
manual page or the info page.

It is actually not that important to know how to construct absolute modes; it is easier to just memorize the
modes that you use. Table 1-4 lists the most common absolute modes.

Table 1-4: Absolute Permission Modes

‘ Mode ‘ Meaning ‘ Used For

‘ 644 ‘ user: read/write; group, other: read ‘files

‘ 600 ‘ user: read/write; group, other: none ‘files

‘755 ‘ user: read/write/execute; group, other: read/execute ‘directories, programs
‘700 ‘ user: read/write/execute; group, other: none ‘directories, programs
‘ 711 ‘ user: read/write/execute; group, other: execute ‘ directories

Directories also have permissions, as you can see from the preceding list. You can list the contents of a
directory if the directory is readable, but you can only access a file inside if the directory is executable.
One common mistake people make when setting the permissions of directories is to accidentally remove
the execute bit when using absolute modes.

Finally, you can specify a set of default permissions with the unmask shell command that are applied to any
new file you create. Without going into too much detail, use umask 022 if you want everyone to be able to
see all of the files and directories that you make, and use unask 077 if you don't. You need to put the
umask command with the desired mode in one of your startup files to make your new default permissions
apply to later sessions (see Chapter 16).

1.17.2Symbolic Links

Asymbolic link is a file that points to another file or a directory, effectively creating an alias. It is similar to
a shortcut in Windows. Symbolic links offer a quick way to provide access to an obscure directory path.

In a long directory listing, these links look like this (notice the | as the file type in the file mode):

[ rwxrwxrwx 1 ruser users 11 Feb 27 13:52 funk -> /hone/ skunk

If you try to access f unk in this directory, the system gives you / hone/ skunk instead. Symbolic links are
nothing more than names that point to other names.

The names of the symbolic links and the paths to which they point don't actually have to mean anything. In
the preceding example, / home/ skunk doesn't need to exist. If / hone/ skunk does not in fact exist, any
program that accesses f unk just reports that f unk doesn't exist (except forl s f unk, a command that
stupidly informs you that f unk is f unk). This can be baffling, because you can see something named



f unk right there in front of you.

This is not the only way that symbolic links can be confusing. Another problem is that you cannot identify
the characteristics of a link target just by looking at the name of the link. You must follow the link to find
out if it goes to a file or directory. Your system may also have links that point to other links, which are
calledchained symbolic links.

To create a symbolic link from t ar get tol i nkname, use this command:

In -s target Iinknane

Thel i nkname argument is the name of the symbolic link, the t ar get argument is the path of the file or
directory that the link points to, and the - s flag specifies a symbolic link (see the warning on the next

page).

When making a symbolic link, check the command twice before you run it, because there are a number of
things that can go wrong. For example, if you reverse the order of the arguments (I n -s | i nknane

t ar get) you're in for some fun when | i nknane is a directory that already exists. In this case, | n creates
alink named t ar get insidel i nkname (the link points to itself unless | i nknane is a full path). Therefore,
if something goes wrong when you create a symbolic link to a directory, check that directory for errant
symbolic links and remove them.

Symbolic links can also cause headaches when you're not aware of their presence. For example, you can
easily edit what you think is a copy of a file but is actually a symbolic link to the original.

Warning Don't forget the - s option when creating a symbolic link. Without it, | n creates a hard link,
giving an additional real filename to a single file. The new filename has all of the status of
the old one; it points (links) directly to the file data instead of to another filename, as a
symbolic link does. Hard links can be even more confusing than symbolic links. Avoid them.

With all of these warnings regarding symbolic links, you may wonder why anyone ever bothers with them.
The simple reason is that they offer a convenient way to share files and patch up small problems.



1.18Archiving and Compressing Files

Now that you know all about files, permissions, and the errors that you might get, you need to master t ar
andgzi p.

Start with gzi p (GNU Zip), the current standard Unix compression program. A file that ends with . gz is a
GNU Zip archive. Use gunzi pfil e. gz touncompress f i | e. gz and remove the suffix; to compress it
again, use gzi pfile.

gzi p does not perform the additional function of archiving, like the ZIP programs for other operating
systems — that is, it does not pack multiple files and directories into one file, thus creating an archive. To
create an archive, use t ar instead:

tar cvf archive.tarfilel file2 ...

tar archives have a. t ar suffix. In the preceding example, fil el,fil e2, and so on are the names of
the files and directories that you wish to place in the archive named ar chi ve. t ar. The c flag denotes
create mode. You will learn about the v and f flags later in this section.

You can also unpack a . t ar file withtar:

tar xvf file.tar

Study this command. The xvf part specifies the mode and options; it is the same as - xvf . The meanings
are as follows:

m Thex flag puts t ar into extract (unpack) mode. You can extract individual parts of the archive by
placing the names of the parts at the end of the command line, but you must know their exact names.
To find out for sure, see the table of contents mode described shortly.

= Thev flag activates verbose diagnostic output, causing t ar to print the names of the files and
directories in the archive when it encounters them. Adding another v causest ar to print details such
as file size and permissions.

» Thef flag denotes the file option. The next argument on the command line must be the file on which
t ar istowork (in the preceding example, itisfil e. t ar). You must use this option and a filename at
all imes — there is one exception, but it involves tape drives (see Section 13.6). To use standard
input or output, use - instead of the filename.

Note When using extract mode, remember that t ar does not remove the archived . t ar file after
extracting its contents.

Before unpacking, it's usually a good idea to check the contents of a . t ar file with the t (table of
contents) mode instead of x. This mode verifies the archive's basic integrity and prints the names of all
files inside.

The most important reason for testing an archive is that sometimes unpacking an archive can dump a
huge mess of files into the current directory. This is difficult to clean up. When you check an archive with
thet mode, verify that everything is in a rational directory structure — that is, all file pathnames in the
archive should start with the same directory. If you're not sure, create a temporary directory, change to
that, and then extract. You can always use nv * .. if it turned out to be a false alarm.

One last significant option to t ar is p, which preserves permissions. Use this in extract mode to override
yoururmask and get the exact permissions specified in the archive. The p option is the default when
working as the superuser. If you're having trouble with permissions and ownership when unpacking an
archive as the superuser, make sure that you are waiting until the command terminates and you get the
shell prompt back. Although you may only want to extract a small part of the archive, t ar must run
through the whole thing. You must not interrupt the process, because it sets the permissions only after
checking the entire archive.

You should commit all of the t ar options and modes in this section to memory; know them cold. If you're
having trouble, make some flash cards. This may sound like a grade-school strategy, butitis very



important to avoid careless mistakes with this command.

1.18.1Compressed Archives (.tar.gz)

Many beginners find it confusing that archives normally come compressed, where the archive file ends in
.tar.gz. To unpack a compressed archive, work from the right side to the left; get rid of the . gz first and
then worry about the . t ar . For example, these two commands decompress and unpackfile.tar. gz:

gunzipfile.tar.gz
tar xvf file.tar

When you're starting out, it's fine to do this one step at a time, first running gunzi p to decompress and
thent ar to verify and unpack. When you do it enough, you soon memorize the entire archiving and
compression process. However, this is not the fastest or most efficient way to invoke t ar on a
compressed archive. In particular, it wastes system resources — disk space and kernel I/O time.

You can combine archival and compression functions with a pipeline; for example, this command pipeline
unpacksfile.tar. gz:

zcatfile.tar.gz | tar xvf -

zcat isthe same as gunzi p -dc. The - d option decompresses and the - ¢ option sends the result to
standard output (in this case, to the t ar command).

Because this is such a common operation, the version of t ar that comes with Linux has a shortcut. You
can use z as an option to automatically invoke gzi p on the archive. For example, use t ar zt vf
file.tar. gz toverify a compressed archive. However, for the sake of learning, you should make an
effort to master the longer form before taking the shortcut.

Note A. t gz file isthe same as a . t ar. gz file. The name is meant to fit into FAT (MS-DOS based)
filesystems.

1.18.20ther Compression Utilities

A newer compression program gaining some popularity in Unix is bzi p2, where compressed files end with
. bz2. Marginally slower than gzi p, it often compacts text files a little more, and is therefore increasingly
popular in the distribution of source code. The decompressing program is bunzi p2, and the options of
both components are close enough to those of gzi p that you don't need to learn anything new.

Most Linux distributions come with zi p and unzi p programs compatible with the ZIP archives on
Windows systems. They work on the usual . zi p files as well as self-extracting archives ending in . exe.

If you encounter afile that ends in . Z, you have found a relic created by the conpr ess program, once the
Unix standard. gunzi p can unpack these files, but gzi p will not create them.



Chapter 2: Devices, Disks, Filesystems, and the Kernel

This chapter is a guided tour of the infrastructure in a functioning Linux system, including the system
directories, devices, and the kernel. A large part of the material in this chapter deals with filesystems.
When you master the workings of Linux filesystems, you will find it much easier to deal with system
crashes, manage software, and accommodate new hardware.

Note You must do most system configuration and maintenance work as the superuser; this and all
remaining chapters assume that you have this capability.

2.1Directory Hierarchy

As mentioned in Chapter 1, your Linux system has a root directory (/ ). The root contains several
subdirectories and possibly a file or two. Keep this area clean; don't let stray files end up here. But don't
fall victim to a syndrome that affects many administrators — removing files in a zealous attempt to keep
the system “clean.” If you don't know what something does (and can't figure it out), don't remove it.

The names of the directories in / have special meanings that pervade the Linux system in many other
subdirectories. For example, there is a/ bi n directory in the root, but there are also many other bi n
directories throughout the system, including / usr/ bi n and/ usr/ | ocal / bi n. All of these bi n
directories contain executables.

If you want to know the gory details of the many directories on the system, have a look at the Filesystem
Hierarchy Standard [Filesystem]. For the most part, the directory names reflect the root and / usr directory
patterns described in the next sections.

2.1.1The Essential Root Subdirectories

The most important of the root directory's subdirectories are the following:

= bi n Contains binary programs (also known as an executables), which are programs that are ready to
run. Most of the basic Unix commands such as| s and cp arein/ bi n. However, some of the files in
/ bi n are not in binary format because shell scripts perform the tasks of binaries in modern systems.

= dev Contains device files. Read more about these special files in Section 2.3.

= et ¢ The core system configuration directory (pronounced EHT-cee). User password, boot, device,
networking, and other setup files are here. Many items in / et ¢ are specific to the particular hardware
on the machine — for example, the / et ¢/ X11 directory contains the graphics card configuration.

= hone Holds personal directories for normal users on the system. Most Unix installations conform to
this standard.

= | i b An abbreviation for library. In Linux, this directory holds library files containing code that
executables can use. There are two types of libraries: static and shared. The / | i b directory should
contain only shared libraries, but other | i b directories such as / usr/ | i b contain both varieties, as
well as other auxiliary files.

= proc Provides system statistics through a directory-and-file interface that you can browse with
standard Unix tools, like those introduced in Chapter 1. Much of the / pr oc subdirectory structure on
Linux is unique, but many other Unix variants have similar features.

= shi n The place to find system executables. Programs in sbi n directories pertain to system
management, so regular users usually do not have sbi n components in their command paths. Many
of the utilities don't work for normal users.

= t np The place to put smaller temporary files that you don't care much about. Any user may read to
and write from / t np, but they may not have permission to access another user's files there. Some



programs use this directory as a workspace. If something is extremely important, don't put itin / t np.
Most distributions clear / t np when the machine boots, and some even remove its old files
periodically. Don't fill / t np either, because its space is usually shared with something critical (like the
rest of / , for example).

usr Pronounced as "user," but this subdirectory does not contain user files (there have been no user
files in / usr on Unix systems long before Linux existed). Instead, / usr is a large directory hierarchy
that looks a little like the root. The bulk of the Linux system resides in / usr . Many of the directory
namesin / usr are the same as in the root and hold the same type of files; /usr/binand/usr/lib
are two examples. The primary reason that the root does not contain the complete system is to keep
space requirements low. The / usr directory is so important that Section 2.1.3 is dedicated to it.

var The "variable" subdirectory, where programs record runtime information. System logging, user
tracking, caches, and other files that system programs create and tend all go into / var . Thereis a
[ var/t mp similar to / t np, but the system doesn't wipe it clean on boot.

2.1.20ther Root Subdirectories

There are a few other interesting subdirectories in the root:

boot Contains kernel boot loader files. These files pertain only to the very first stage of the Linux
startup process; you will not find information about how Linux starts up its services in this directory.

cdr omWhere most Linux distributions attach a CD drive; the contents of the disc are under this
directory. The root may contain similar directories for other removable devices.

opt May contain additional third-party software. Many systems don't use / opt .

2.1.3The /usr Directory

The/ usr directory may look relatively clean at first glance, but a quick look at / usr/binand/usr/lib
reveals that there's a lot here. In addition to the subdirectories that you just read about, / usr contains the
following:

i ncl ude Holds header files used by the C compiler (see Section 8.1.2).
i nf o Contains GNU info pages (see Section 1.13).

| ocal Where administrators can install their own software. Its structure should look like that of / and
[ usr.

man Contains manual pages. Unformatted pages go in the man* directories here (according to the
numbered category described in Section 1.13), and human-readable formatted pages go in cat *.

shar e Contains files that should work on other kinds of Unix machines with no loss of functionality.
That's the theory, anyway; a true shar e directory is becoming rare because there are no space issues
on modern disks. It is often more of a pain to maintain a shar e directory than it's worth. In any case,
man,i nf o, and some other subdirectories are often found here.

X11R6 Holds the core Linux windowing system software, called XFree86. However, the custom
configuration files for your computer are usually in/ et ¢/ X11.

di ct An oddball subdirectory containing dictionaries; / usr/ di ct/wor ds is one such dictionary file.



2.2The Kernel

You now know what the Linux directory structure looks like. Before going on to devices and filesystems,
you must learn some higher-level concepts about the kernel.

Thekernel of an operating system is the very core of a running system. It's a very special program that
manages all processes, device drivers, and I1/0. When the system boots, the kernel runs first, initializing
hardware and internal data structures. After the kernel completes this stage, it loads and starts the i ni t
program.

The kernel also has many functions once the system boots. Process and device management are the most
important. The idea is that although computers with one CPU run only one program at a time, the kernel
can keep several programs in memory at the same time. Process and device management run together in
a cycle like this:

1. The kernel has control of the processor. There are several processes in memory.
. The kernel selects a process and finds out where that process was last running.

. The kernel relinquishes control of the processor to that process.

. When the time is up, a clock interrupt stops the process and gives control back to the kernel.

2

3

4. That process runs for a few microseconds.

5

6. The kernel takes care of any system work that it needs to do, such as reading to and from devices.
7

Go to step 2.

This description of the kernel's work is somewhat simplified, but as you can see, there is nothing magic
about the kernel. It is not a process; itis just a piece of code that runs every now and then between
processes.

On Linux systems, the kernel is normally in a file called / v i nuz or/ boot/vm i nuz. A boot loader
loads this file into memory and sets it in motion when the system boots. Details on to how to configure the
boot loader and how to create a Linux kernel are in Chapters 4 and 10.

If you are interested in the detailed workings of a kernel, the classic textbook is Operating System
Concepts [Silberschatz].



2.3Devices

You will find it very easy to manipulate devices on a Unix system because the kernel normally presents
the device I/O interface to system and user processes as files. Not only can a programmer use regular file
operations to work with a device, but some devices are also accessible to standard programs like cat , so
you don't have to be a programmer to use a device. Linux uses the same design of device files as other
Unix flavors, but device filenames and functionality vary among flavors.

Linix device files are in the / dev directory, and running | s / dev reveals that there are more than a few
files in / dev. So how do you work with devices?

To get started, consider this command:

echo bl ah blah > /dev/null

Like any command with redirected output, this sends some stuff on the standard output to a file. However,
the file is / dev/ nul | , a device, and the kernel decides what to do with any data written to this device. In
the case of / dev/ nul | , the kernel simply ignores the data (making / dev/ nul | a bitbucket). Of course,
other devices actually do things, such as/ dev/ dsp, which plays a sound if you send appropriate output
there (for example, cat bl ab. wav > /dev/ dsp).

To identify a device,use |l s -1 togeta long listing and look at the permissions. Here are four examples:

brwrw--- 1 root di sk 3, 65 Jul 20 1998 hdbil
CrW W w 1 root r oot 1, 3 Jul 20 1998 null
prw-r--r-- 1 root r oot 0 Mar 3 19:17 gpndata
SIW- T W T W 1 root r oot 0 Dec 18 07:43 log

Notice the very first character of each line in the listing. If this character is b,c,p, or s, then thefile is a
device. These letters stand for block,character,pipe, and socket, respectively:

= Block device Programs access data in a block device in fixed chunks. The hdbl in the preceding
example is a disk device. Because disks break down into blocks of data, it is only natural that a disk
be a block device. A block device's total size is fixed, and a program has random access to any block
in the device.

= Character deviceCharacter devices work with data streams. You can only read characters from or
write characters to these devices, like / dev/ nul | in the previous example. Character devices don't
have a size; when you read from or write to a character device, the kernel usually performs aread or
write operation on the device, leaving no record of the activity inside the kernel. Printers are character
devices, and after the kernel sends data to a printer, the responsibility for that data passes to the
printer; the kernel cannot back up and reexamine the data stream.

= Pipe deviceNamed pipes are like character devices, but there is another process at the other end of
the 1/O stream instead of a kernel driver. An example of such a process is gpm a program that can
duplicate mouse events and send them to the named pipe / dev/ gpndat a for use by other programs.

m Socket deviceSockets are special-purpose I/O files offering a type of network interface. For
example, the gpmprogram accepts control commands through the / dev/ gpntt | socket. You don't
need to worry about sockets if you're not a network programmer.

The numbers before the dates in the first two lines of the previous listing are the major and minor device

numbers that help the kernel identify the device. Similar devices usually have the same major number,
such as hda3 and hdb1l (these are both hard disk partitions).

2.3.1dd and Devices

The name dd stands for convert and copy. dd is extremely useful when working with block and character



devices. This program's sole function is to read from an input file or stream and write to an output file or
stream, possibly doing some encoding conversion on the way. It was originally developed for reblocking.

dd copies data in blocks of a fixed size. Here is an example of using dd with a character device and some
common options:

dd if=/dev/zero of =new file bs=1024 count=1

As you can see, the dd option format is different than the option formats of most other Unix commands;

rather than use the - character to signal an option, you name an option and set its value to something with
the= sign. The preceding example copies a single 1024 -byte block from / dev/ zer o (a continuous
stream of zero bytes) to the file new_fi | e. These are the important dd options:

m i f=file The input file. The default is the standard input.
m of =fi | e The output file. The default is the standard output.

m bs=si ze The block size; dd reads and writes this many bytes of data at a time. To abbreviate large
chunks of data, you may use b and k to signify 512 and 1024 bytes. Therefore, the example above
could read bs=1k instead of bs=1024.

m i bs=size, obs=size The input and output block sizes. If you can use the same block size for both
input and output, use the bs option, but if this is impossible, then use i bs and obs for input and
output, respectively.

= count =numThe total number of blocks to copy. When working with a huge file, or with a device that
supplies an endless stream of data (like / dev/ zer 0), you want dd to stop at a fixed point. Otherwise
you could waste a lot of disk space, CPU time, or both. count can be used in conjunction with the
ski p parameter to copy a small piece out of a large file or device.

= ski p=numSkip past the first numblocks in the input file or stream; do not copy them to the output.

2.3.2Device Name Summary

Sometimes it is difficult to find the name of a device (for example, when partitioning a disk). Here are two
tactics for finding out:

m Guess the name from the output of the dmesg command (which prints out the last few kernel
messages) or the kernel system log file (see Section 4.1); this output might contain a description of
the devices on your system.

m Runcat /proc/devices to see the block and character devices for which your system currently
has drivers. Each line consists of a number and name. The number is the major number of the device
described in Section 2.3. If you can guess the device from the name, look in / dev for the character or

block devices with the corresponding major number, and you've found the device files.

Neither method is terribly reliable, especially because the kernel does not load certain device drivers until
you try to use them. (Section 10.8 has information on the driver-loading mechanism.)

The following sections list the most common Linux devices and their naming conventions.

Hard Disks: /dev/hd*
These are the ATA (IDE) disks and partitions. All are block devices.

Two example names are / dev/ hdal and / dev/ hdb. The letter after hd identifies the disk, and the
number represents the partition. A device without a number is a device for an entire disk. (Information on
how to partition disks is in Section 2.3.4. To connect disks to your current systems, start at Section 2.4.3.)

SCSI Disks: /dev/sd*

SCSiI disks carry the names / dev/ sda,/ dev/ sdb, and so on, and the disks work much like their ATA
counterparts, although the SCSI disk names do not directly correspond to a SCSI host controller and
target. Linux assigns the devices in the order that it encounters the disks.

For example, if you have two SCSI controllers, scsi 0 and scsi 1, with disks at scsi 0 targets 0, 3, and



scsi 1 target 1, the device assignments are as shown in Table 2-1.

Table 2-1: Sample Device Assignments

‘ Controller ‘ Target ‘ Device Assignment
‘scsi 0 ‘O ‘/dev/sda
‘scsi 0 ‘3 ‘/dev/sdb
‘scsi 1 ‘1 ‘/dev/sdc

This naming scheme can cause problems when reconfiguring hardware. Let's say that scsi 0 target 3
explodes and you must remove the disk so that the machine can work again. When you do so, scsi 1
target 1 moves to / dev/ sdb from / dev/ sdc, and you have to change the f st ab file (described later in
this chapter).

Terminals: /dev/tty*, /dev/pts/*, [dev/tty

Terminals are devices for moving characters between the system and an I/O device, usually for text output
to a terminal screen. The terminal device interface goes back a long way, to the days when terminals were
typewriter-based devices.

Pseudo-terminal devices are emulated terminals that understand the 1/O features of real terminals, but
rather than talk to a real piece of hardware, the kernel presents the 1/O interface to a piece of software,
such as a shell window.

Two common terminal devices are / dev/ tt y1 (the first virtual console) and / dev/ pt s/ O (the first
pseudo-terminal device).

The/ dev/ t ty device is the controlling terminal of the current process. If a program is currently reading
from and writing to a terminal, this device is a synonym for that terminal. A process does not need to be
attached to aterminal.

Serial Ports: /dev/ttyS*

Serial ports are special terminal devices. You can't do much on the command line with serial port devices
because there are too many settings to worry about, such as baud rate and flow control.

The port known as COM1 on Windows is / dev/ tt yS0, COM2 is / dev/ttyS1, and so on. For add-in
modem cards, check the output of the dmesg command for the port assignment.

Floppy Disks: /dev/fd*

Section 11.1.1 covers operations on these block devices. The 3.5-inch floppy on most modern systems is
/ dev/ f dO.

Parallel Ports: /dev/lpO0, /dev/lpl

These unidirectional port devices correspond to LPT1 and LPT2 in Windows. You can send files (such as a
file to be printed) directly to a parallel port with the cat command, but you might need to give the printer
an extra form feed or reset afterward.

The bidirectional parallel ports are / dev/ par port 0 and / dev/ par port 1.

Audio Devices: /dev/dsp, /dev/audio, /dev/mixer, /dev/snd/*, etc.

Linux has two different sets of audio devices. There are separate devices for the OSS (Open Sound
System) and the newer ALSA (Advanced Linux Sound Architecture) system interface. Linux systems that
use ALSA usually contain OSS compatibility devices, because most applications still use OSS. Some
rudimentary operations are possible with the dsp and audi o devices that belong to OSS. As mentioned
earlier, the computer plays any WAV file that you send to / dev/ dsp. However, it may not sound right due
to frequency mismatches. The ALSA devices are in the / dev/ snd directory, but you can't do much by
redirecting standard I/O to them.

Note Thepl ay and apl ay programs can play samples from the command line. To adjust the volume
and mixer settings, auni x and al sam xer are available on most systems.



2.3.3Creating Device Files

To create one individual device file, use mknod. You must know the device name as well as its major and
minor numbers. For example, if you remove / dev/ hda2 by accident, you can create it again with this
command:

nmknod /dev/hda2 b 3 2

Theb32 specifies a block device with a major number 3 and a minor number 2. For character or named
pipe devices, use c or p instead of b.

Thenknod command is useful only for creating the occasional missing device or named pipe. As you
upgrade your system and add device drivers, you may need to create entirely new groups of devices.
Because there are so many devices, it's better to use the MAKEDEV program (found in / dev) to create
groups of devices. Device groups can be named after the common part of several device names, such as
hda, or they can have a completely separate name, such as st d- hd. For example, to create all devices
beginning with hda, run this command:

/ dev/ MAKEDEV hda

Note TheMAKEDEV command is harmless if the devices already exist on your system.

devfs

Before you go to the trouble of making any device files, you should see whether you're running devf s, an
automatic device-file generation system. The easiest way to check for devf s is to run nount and look for
devf s in the output.

If your system runs devf s, you should not have to create missing device files because the kernel
maintains the directory of available device files. Linux kernels typically configure devf s at boot time,
starting a special auxiliary system program called devf sd that gives the administrator the ability to
customize the device system.

Note devf s was an experimental feature in older Linux kernels, but is classified as obsolete in the
latest Linux kernels.

2.3.4Partitioning Disk Devices

Before you can use a new disk on your system, you need to know how to partition disks with their device
files. If you've never worked with partitions before, don't worry. A disk partition is just a piece of the disk
dedicated to one purpose, such as a specific directory tree. On PCs, partitions have numbers starting at 1.

To get started, identify the disk device that you want to partition. Most PCs have two ATA interfaces,

called primary and secondary interfaces, and each interface can have a master and slave disk, for a total
of four disk devices. The standard ATA disk assignments are as follows:

m / dev/ hda Master disk, primary interface
m / dev/ hdb Slave disk, primary interface
m / dev/ hdc Master disk, secondary interface

s / dev/ hdd Slave disk, secondary interface

There are several partitioning utilities, but the most simple and direct is f di sk. To get started, run f di sk
dev (where dev is one of the devices listed above), then print the current partition list with p.

Here is sample from f di sk output for a device with three partitions, two containing filesystems and one
with swap (see Section 2.5 for more information on swap partitions).



Di sk /dev/hda: 240 heads, 63 sectors, 2584 cylinders
Units = cylinders of 15120 * 512 bytes

Devi ce Boot Start End Bl ocks Id System

/ dev/ hdal 1 136 1028128+ 83 Linux

/ dev/ hda2 137 204 514080 82 Linux swap
/ dev/ hda3 205 2584 17992800 83 Linux

Partition dimensions are usually in units of cylinders. Each partition has a start and end cylinder,
determining its size, but the amount of space per cylinder varies depending on the disk. The second line in
the preceding output shows you the cylinder size, but you don't need to do any weird computations to
create partitions.

When creating a new patrtition, you only need to know the starting cylinder. Cylinders do not overlap in PC
partitions, so if you're partitioning a disk, pick the first available cylinder in the f di sk partition list output.
In the preceding example, you would choose 2585 as the starting cylinder.

Each partition also has a system ID, a number that represents an operating system. Linux uses 83 for
partitions containing files and 82 for Linux swap.

When you partition a new disk, there is usually one partition on the disk already, containing some sort of
variant on the FAT filesystem for Microsoft systems. If you want only a single partition on the disk, just
change the system ID to Linux with the t command inside f di sk. However, if you want to customize the
partitions, use d to delete any old partitions and n to add new ones.

f di sk is easy to use because each command steps you through the partition number and size. In
addition, there is an important safety feature: f di sk does not actually change the partition table until you
tell it to with the wcommand. If you're uneasy about your changes, or you were just testing something, use
g to exit without altering the disk.

Here is an example of f di sk in action on a very small disk. Command input is in boldface:

#f di sk /dev/ hdc
Command (mfor help): p

Di sk /dev/hdc: 2 heads, 16 sectors, 247 cylinders
Units = cylinders of 32 * 512 bytes

Devi ce Boot Start End Bl ocks Id System
/dev/hdcl * 1 494 7891+ 1 FAT12

Command (m for help): d
Partition nunber (1-4): 1

Command (m for help): n
Command acti on
e ext ended
p primary partition (1-4)
p
Partition nunber (1-4): 1
Last cylinder or +size or +sizeMor +sizeK (1-247, default 247): 120

Command (mfor help): t

Partition nunber (1-4): 1

Hex code (type L to list codes): 83
Command (mfor help): p

Di sk /dev/hdc: 2 heads, 16 sectors, 247 cylinders
Units = cylinders of 32 * 512 bytes

Devi ce Boot Start End Bl ocks Id System
/ dev/ hdcl 1 120 1912 83 Linux

Command (m for help): w



The partition table has been altered!
Calling ioctl() to re-read partition table.

WARNI NG I f you have created or nodified any DOS 6. X
partitions, please see the fdisk manual page for additional
i nformation.

Synci ng di sks.

When you write the partition table to the disk with the wcommand, f di sktells the kernel to re-read the
partition table from the disk and update the system's in-memory patrtition list (f di sk does not relay the
new partition list directly to the kernel). Therefore, you should never write the partition table to a disk that
already has a mounted (attached) filesystem; doing so risks damage to the filesystem.

Note The ioctl operation that causes the kernel to re-read the partition table can fail on rare occasions.
If such a failure occurs, you need to reboot the system to get the kernel to see the changes.

After writing the partition table, a new list of partition tables should appear on the console. If you don't see
this list, run dnesg to see the kernel messages and look at the end of the output. For the f di sk session

earlier in this section, here is what you would see:

hdc: hdcl

Thehda indicates the disk that you repartitioned. The new partition list appears after the colon. For
example, if you create three partitions on the disk, the output might appear as hdc: hdcl hdc2 hdc3.

Note Looking at the f di sk session in this section, you may be wondering what the difference between
a primary and an extended partition is. The standard PC disk-partitioning scheme originally only
allowed a maximum of four partitions, 1-4. These are the primary partitions. If you want more
partitions,f di sk can designate one of these primary partitions as an extended partition,
allowing you to place subpartitions in the extended partition. Each of these subpatrtitions is called
alogical partition.

After partitioning a disk, you're not quite ready to attach it to your system because you must put a
filesystem on your partition(s) first.



2.4Filesystems

Afilesystem is a database of files and directories that you can attach to a Unix system at the root (/) or
some other directory (like / usr) in a currently attached filesystem. At one time, filesystems resided on
disks and other physical media used exclusively for data storage. However, the tree-like directory structure
and I/O interface of filesystems is quite versatile, so filesystems now perform a variety of tasks.

2.4.1Filesystem Types

Linux supports an extraordinarily large number of filesystems, including native designs optimized for
Linux, foreign types such as the Windows FAT family, universal filesystems like ISO9660, and others. The
following list includes the most common types of filesystems for data storage; the type names as
recognized by Linux are in parentheses next to the boldfaced filesystem names.

= TheSecond Extended filesystem (ext2) is native to Linux. It is fairly quick, and it defragments itself.
Nearly every Linux system uses ext2 or its newer, journaled version, ext3.

s Third Extended filesystems (ext3) are ext2 filesystems augmented with journal support. This can
make recovery from an abrupt system reboot or failure quicker and less painful.

= ISO9660 (is09660) is a CD-ROM standard. Most CD-ROMs use some variety of ISO9660 extension;
Linux supports them.

n FAT filesystems (msdos, vfat, umsdos) pertain to Microsoft systems. The simple msdos type supports
the very primitive monocase variety in MS-DOS systems. For Windows filesystems, use vfat. The
umsdos filesystem is peculiar to Linux; it supports Unix features such as symbolic links on top of an
MS-DOS filesystem. It is also not very common.

m TheReiser filesystem (reiserfs) is relatively new. It supports a journal and is optimized for fairly small
files, a condition that often occurs in Unix systems.

2.4.2Creating a Filesystem

You cannot mount and store files on a partition that does not contain a filesystem. The partitioning process
described in Section 2.3.4 does not create any filesystems; you must place the filesystems on the
partitions in a separate step. To create a Second Extended (ext2) filesystem, use the nke2f s program on
the target device, as in this example for / dev/ hdc3:

nke2fs /dev/ hdc3

Thenke2f s program automatically determines the number of blocks in a device and sets some
reasonable defaults. Unless you really know what you're doing and feel like reading the mke2fs(8) manual
page in detail, you shouldn't change these.

When you create a filesystem, you initialize its database, including the superblock and the inode tables.
The superblock is at the top level of the database, and it's so important that mke2f s creates a number of
backups in case the original is destroyed. You may wish to record a few of the superblock backup numbers
whennke2f s runs, in case you need to recover it later in the event of a disk failure (see Section 2.4.8).

Warning Filesystem creation is a rare task that you should only need to perform after adding a new
disk or repartitioning an old disk. You should create a filesystem just once for each new
partition that has no preexisting data (or data that you want to remove). Creating a new
filesystem on top of an existing filesystem will effectively destroy the old data.

Creating ext3 Filesystems
The only substantial difference between ext2 and ext3 filesystems is that ext3 filesystems have a journal

file containing changes not yet written to the regular filesystem database. To create an ext3 filesystem, use
the-j option to nke2f s:

nke2fs -j /dev/ disk_device



Don't worry if you forget the - j option when creating a filesystem. You can add a journal file to an existing
filesystem with the utility. Here's an example:

tune2fs -j /dev/hdal

When upgrading a filesystem to ext3, don't forget to change the ext 2 to ext 3inthe / et ¢/ f st ab file.

2.4.3Mounting a Filesystem

On Unix, the process of attaching a filesystem is called mounting. When the system boots, the kernel
reads some configuration data and mounts / based on that data. To mount a filesystem, you must know
the following:

= The filesystem's device (such as a disk partition; where the actual filesystem data resides).

= The filesystem type, or design. Operating system developers use different types to adapt to their
particular system for backward compatibility or for other reasons that aren't necessarily that good. For
example, the ext2-/ext3-based filesystems common on Linux are quite different than the FAT-based
types found on many Windows machines.

= Themount point; that is, the place in the current system's directory hierarchy where the filesystem will
be attached. The mount point is always a normal directory. For instance, Linux uses/ cdr omas a
mount point for CD-ROM devices. The mount point need not be directly below / ; it may be anywhere
on the system.

When mounting a filesystem, the common terminology is "mount a device on a mount point." To learn the
current filesystem status of your system, run nount . The output looks like this:

/dev/ hdal on / type ext2 (rw, errors=renount-ro)
proc on /proc type proc (rw)

/dev/ hda3 on /usr type ext2 (rw)

tnmpfs on /dev/shmtype tnpfs (rw

none on /proc/bus/usb type usbdevfs (rw

Each line corresponds to one currently mounted filesystem, with items in this order:

» The device, such as / dev/ hda3. Notice that some of these aren't real devices (pr oc, for example);
these are stand-ins for real device names, because these special-purpose filesystems do not need
devices.

s The word on.

= The mount point.

= The word t ype.

= The filesystem type, usually in the form of a short identifier.

= Mount options (in parentheses) — see Section 2.4.5 for more details.

To mount a filesystem, use the nount command as follows with the filesystem type, device, and desired
mount point:

nount -t type device nount poi nt

For example, to mount the Second Extended filesystem / dev/ hdb3 on/ home/ ext r a, use this
command:

mount -t ext2 /dev/hdb3 /hone/extra

To unmount (detach) a filesystem, use the unount command:



urmount nount poi nt

SeeSection 2.4.6 for a few more long options.

2.4.4Filesystem Buffering

Linux, like other versions of Unix, buffers (caches) all requested changes to filesystems in memory before
actually writing the changes to the disk. This cache system is transparent to the user and improves
performance because the kernel can perform a large collection of file writes at once instead of performing
the changes on demand.

When you unmount a filesystem with urmount , the kernel automatically synchronizes with the disk. At any
other time, you can force the kernel to write the changes in its buffer to the disk by running the sync
command. If (for whatever reason) you can't unmount a filesystem before you turn off the system, make
sure that you run sync first.

2.4 .5Filesystem Mount Options

There are many ways to change the mount command behavior. This is often necessary with removable
media or when performing system maintenance.

The total number of nount options is staggering. The very extensive mount(8) manual page is a good
reference, but it's hard to know where to start and what you can safely ignore.

Options fall into two rough categories: general options and filesystem-specific options. General options
include- t for specifying the filesystem type, which was mentioned earlier. By contrast, a filesystem-
specific option pertains only to certain filesystem types. To activate a filesystem option, use the - o switch
followed by the option. For example, - 0 nor ock turns off Rock Ridge extensions on an ISO9660
filesystem, but it has no meaning for any other kind of filesystem.

Short Options

The most important general options are the following:

-r The - r option mounts the filesystem in read-only mode. This has a humber of uses, from write

protection to bootstrapping. You don't need to specify this option when accessing a read-only device
such as a CD-ROM; the system will do it for you (and will also tell you about the read-only status).

-n The - n option ensures that nount does not try to update the system mount database,

/ et c/ nt ab. The nount operation fails when it cannot write to this file. This is important at boot time,
because the root partition (and therefore, the system mount database) are read-only at first. You will
also find this option handy if you are trying to fix a system problem in single-user mode (see Section
3.2.4), because the system mount database may not be available at the time.

-t The -tt ype option specifies the filesystem type.

Long Options

Short options like - r are too limited for the ever-increasing number of nount options; there are too few
letters in the alphabet to accommodate all possible options. Short options are also troublesome because it
is difficult to determine an option's meaning based on a single letter. Many general options and all
filesystem-specific options use a longer, more flexible option format.

To use long options with mount on the command line, start with - 0 and supply some keywords. Here is a
complete example with the long options in boldface:

mount -t vfat /dev/hdal /dos -0 ro, conv=auto

There are two long options here, r o and conv=aut 0. The r o option specifies read-only mode, and it is the
same as the - r short option. The conv=aut o option is a filesystem option telling the kernel to
automatically convert certain text files from the DOS newline format to the Unix style (which will be
explained shortly).

The most useful long options are the following:



exec,noexec Enables or disables execution of programs on the filesystem.
sui d,nosui d Enables or disables setuid programs (see Section 1.17).
r o,r wMounts the filesystem as read-only or read-write.

renount Reattaches a currently mounted filesystem at the same mount point. The only real reason to

do this is to change mount options, and the most frequent case is making a read-only filesystem
writable. An example of why you might use this is when the system leaves the root in read-only mode
during crash recovery. The following command remounts the root in read-write mode (you need the -
n option because the nount command cannot write to the system mount database when the root is
read-only):

mount -n -0 renount /

The preceding command assumes that the correct device listing for / isin/ et c/ f st ab (explainedin
thenext section). If itis not, you must specify the device.

nor ock,noj ol i et (1ISO9660 filesystem) Disables Rock Ridge (Unix) or Joliet (Microsoft) extensions.
Be warned that plain, raw ISO9660 is really ugly.

conv=r ul e (FAT-based filesystems) Converts the newline characters in files based on r ul e, which
can be bi nary,t ext, or aut 0. The default is bi nar y, which disables any character translation. To
treat all files as text, use t ext . The aut o setting converts files based on their extension. For
example, a . j pg file gets no special treatment, but a . t xt file does. Be careful with this option,
because it can damage files. You may want to use it in read-only mode.

2.4.6The /etc/fstab Filesystem Table

To mount filesystems at boot time and take the drudgery out of the mount command, Linux systems keep
a permanent list of filesystems and optionsin/ et c/ f st ab. Thisis a plain text file in a very simple
format, as this example shows:

/ dev/ hdal / ext 2 defaults, errors=renount-ro 01
/ dev/ hda2 none swap SW 00
/ dev/ hda3 /[usr ext 2 defaul ts 02
proc /proc proc defaults 00
/ dev/ hdc /cdrom i s09660 ro, user, nosui d, noaut o 00

Each line corresponds to one filesystem, broken into six fields:

The device. Notice that the / pr oc entry has a stand-in device.

The mount point.

The filesystem type. You may not recognize swap, for/ dev/ hda2. This is a swap partition (see
Section 2.5).

Options.

Backup information for the dunp command; dunp does not see common use, but you should always
specify this field with a 0.

The filesystem integrity test order (see the f sck command in Section 2.4.8). To ensure that f sck
always runs on the root first, you should always set this to 1 for the root filesystem and 2 for any other
filesystems on a hard disk. Use 0 to disable the bootup check for everything else, including CD-ROM
drives, swap, and the / pr oc filesystem.

When using nount , you can take some shortcuts if the filesystem you want to work with is in
/et c/ f st ab. For the example f st ab above, to mount a CD-ROM, you need only run

nmount /cdrom

You can also try to mount all entries in / et ¢/ f st ab that do not contain the noaut o option at once, with



this command:

nmount -a

You may have noticed some new options in the preceding f st ab listing, namely def aul t s,err ors,
noaut o, and user . These aren't covered in Section 2.4.5 because they don't make any sense outside of
the/ et c/ f st ab file. The meanings are as follows:

def aul t s This uses the nount defaults — read-write mode, enable device files, executables, the

setuid bit, and so on. You should use this when you don't want to give the filesystem any special
options, but you do want to fill all fields in / et ¢/ f st ab.

error s This ext2-specific parameter sets the system behavior if there is trouble mounting a
filesystem. The default is normally er r or s=cont i nue, meaning that the kernel should return an

error code and keep running. To get the kernel to try again in read-only mode, use
errors=renount-ro. The error s=pani c setting tells the kernel (and your system) to halt when

there is a problem.

noaut o This option tells a mount - a command to ignore the entry. Use this to prevent a boot-time
mount of a removable-media device, such as a CD-ROM or floppy drive.

user This option allows normal users to run nount on this entry. This can be handy for enabling

access to CD-ROM drives. Because users can put a setuid-root file on removable media with another
system, this option also sets nosui d,noexec, and nodev (to bar special device files). The f st ab
example in this section explicitly sets nosui d.

2.4.7Filesystem Capacity

To view the size and utilization of your currently mounted filesystems, use the df command. The output
looks like this:

Fil esystem 1024- bl ocks Used Available Capacity Munted on
/ dev/ hdal 1011928 71400 889124 7%
/ dev/ hda3 17710044 9485296 7325108 56% /usr

The listing has the following fields:

Filesystem The filesystem device

1024-blocks The total capacity of the filesystem in blocks of 1024 bytes
Used The number of occupied blocks

Available The number of free blocks

Capacity The percentage of blocks in use

Mounted on The mount point

It is relatively easy to see that the two filesystems here are roughly 1GB and 17.5GB in size. However, the
capacity numbers may look a little strange because 71400 + 889124 does not equal 1011928, and
9485296 does not constitute 56 percent of 17710044. In both cases, 5 percent of the total capacity is
unaccounted for. Nevertheless, the space is there. These hidden blocks are called the reserved blocks,
and only the superuser may use the space if the rest of the patrtition fills up. This keeps system servers
from immediately failing when they run out of disk space.

If your disk fills up and you need to know where all of those space-hogging, illegal MP3s are, use the du



command. With no arguments, du prints the disk usage of every directory in the directory hierarchy,
starting at the current working directory. (That's kind of a mouthful, so just run cd /; du to getthe idea.
Press CONTROL-C when you get bored.) The du - s command turns on summary mode to print only the
grand total. If you want to evaluate a particular directory, change to that directory and run du -s *.

Note 1024-byte blocks in df and du outputis not the POSIX standard. Some systems insist on
displaying the numbers in 512-byte blocks. To get around this, use the - k option (both utilities
support this). The df program also supports the - moption to list capacities in one-megabyte
blocks.

The following pipeline is a handy way to create a searchable output file (du_out ) and see the results on
the terminal at the same time.

du | tee du_out

2.4.8Checking and Repairing Filesystems

The optimizations that Unix filesystems offer are made possible by a sophisticated database-like
mechanism. For filesystems to work seamlessly, the kernel has to trust that there are no errors in a
mounted filesystem. Otherwise, serious errors such as data loss and system crashes can happen.

The most frequent cause of a filesystem error is shutting down the system in a rude way (for example, with
the power switch on the computer). The system's filesystem cache in memory may not match the data on
the disk, and the system also may be in the process of altering the filesystem when you decide to give the
computer a kick. Even though a new generation of filesystems supports journals to make filesystem
corruption far less common, you should always shut the system down properly (see Section 3.1.5).
Furthermore, filesystem checks are still necessary every now and then as sanity checks.

You need to remember one command name to check a filesystem: f sck. However, there is a different
version of this tool for each filesystem type that Linux supports. The information presented here is specific
to second and third extended (ext2/ext3) filesystems and the e2f sck utility. You generally don't need to
typee2f sck, though, unless f sck can't figure out the filesystem type, or you're looking for the e2f sck
manual page.

To run f sck in interactive manual mode, use the device or the mount point (in / et ¢/ f st ab) as the
argument. For example:

fsck /dev/ hddl

Warning Never use f sck on a mounted filesystem. The kernel may alter the disk data as you run the

check, causing mismatches that can crash your system and corrupt files. There is only one
exception. If you mount the root as read-only in single user mode, you may use f sck onthe

root filesystem.

In manual mode, f sck prints verbose status reports on its passes, which should look something like this
when there are no problems:

Pass 1: Checking inodes, blocks, and sizes
Pass 2: Checking directory structure

Pass 3: Checking directory connectivity
Pass 4: Checking reference counts

Pass 5: Checking group summary information

/dev/ hddl: 11/1976 files (0.0% non-contiguous), 265/7891 bl ocks

Iff sck finds a problem in manual mode, it stops and asks you a question relevant to fixing the problem.
These questions deal with the internal structure of the filesystem, such as reconnecting loose inodes and
clearing blocks. The reconnection business means that f sck found a file that doesn't appear to have a
name; reconnecting places the file in the | ost +f ound directory filesystem as a number. You need to
guess the name based on the content of the file.

In general, it's pointless to sit through the f sck process if you just made the mistake of an impolite



shutdown.e2f sck has a - p option to automatically fix silly problems without asking you, aborting if there
is a serious error. This is so common that Linux distributions run some variant of f sck - p at boot time
(fsck -aisalsocommon).

However, if you suspect that there is some major disaster, such as a hardware failure or device
misconfiguration, you need to decide on a course of action, because f sck can really mess up a filesystem
with larger problems. A telltale sign of a serious problem is a lot of questions in manual mode.

If you think that something really bad happened, try running f sck - n to check over the filesystem without
modifying anything. If there's some sort of problem with the device configuration (an incorrect number of
blocks in the partition table, loose cables, whatever) that you think you can fix, then fix it before running

f sck for real. You're likely to lose a lot of data otherwise.

If you suspect that only the superblock, a key filesystem database component, is corrupt (for example,
someone wrote to the beginning of the disk partition), you might be able to recover the filesystem with one
of the superblock backups that mke2f s creates. Use f sck -b numto replace the corrupted superblock
with an alternate at block num

You may not know where to find a backup superblock, because you didn't write the numbers down when
nke2f s ran. If the filesystem was created with the default values, you can try nke2f s - n on the device

to view a list of superblock backup numbers without destroying your data (again, make deadsure that
you're using - n, because you'll really tear up the filesystem otherwise).

If the device still appears to function properly except for a few small parts, you canrun f sck -c before a
manualf sck to search for bad blocks. Such a failure is somewhat rare.

Checking ext3 Filesystems

You normally do not need to check ext3 filesystems because the journal ensures data integrity. However,
you may wish to mount an ext3 filesystem in ext2 mode. The kernel will not mount an ext3 filesystem that
contains a non-empty journal (if you don't shut your system down cleanly, you can expect that the journal
contains some data). To flush the journal in an ext3 filesystem to the regular filesystem database, run

e2f sck as follows:

e2fsck -fy /dev/disk_device

The Worst Case

Disk problems that are worse in severity leave you with few choices:

= You can try to pull the entire filesystem from the disk with dd and transfer it to a partition on another
disk that's the same size.

= You could try to patch up the filesystem as well as you can, mount it in read-only mode, and salvage
what you can.

In both cases, you still need to repair the filesystem before you mount it (unless you feel like picking
through the raw data by hand). To answer y to all of the f sck questions, use f sck -y, but do this as a

last resort.

Note There is an advanced utility called debugf s for users with in-depth knowledge of filesystems, or
for those who feel like experimenting on a filesystem that isn't important.

If you're really desperate, such as in the event of a catastrophic disk failure without backups, there isn't a
lot you can do other than try to get a professional service to "scrape the platters."

2.4.9Special-Purpose Filesystems

Not all filesystems represent storage on physical media. Most versions of Unix have filesystems that serve
as system interfaces. This idea goes back along way; the / dev mechanism is an early model of using files
for I/O interfaces. The / pr oc idea came from the eighth edition of research Unix [Killian]. Things really
got rolling when the people at Bell Labs (including many of the original Unix designers) created Plan 9
[Bell Labs], a research operating system that took filesystem abstraction to a whole new level.

The special filesystem types in common use on Linux include the following:
proc, mounted on / pr oc. The name "proc" is actually an abbreviation of "process." Each numbered



directory inside / pr oc is actually the process ID of a current process on the system, and the filesin
those directories represent various aspects of the processes. / proc/ sel f represents the current
process. The Linux pr oc filesystem includes a great deal of additional kernel and hardware
information, such as / pr oc/ cpui nf 0. Purists shudder and say that this additional information does
not belong in / pr oc, but rather in / dev or some other directory, but it's probably too late to change it
in Linux now.

usbdevfs, mounted on / pr oc/ bus/ usb. Programs that interact with the USB interface and its
devices often need the files here. The files in a usbdevfs filesystem provide interesting information on
the bus status.

tmpfs, mounted on / dev/ shm You can employ your physical memory and swap space as temporary
storage with tmpfs. You can mount tmpfs wherever you like, using the si ze and nr _bl ocks long
options to control the maximum size. However, you must be careful not to pour things into a tmpfs,
because your system will eventually run out of memory, and programs will start to crash. For years,
Sun systems used a version of tmpfs for / t np, and this is a frequent problem on long-running
systems.



2.5Swap and Virtual Memory

If you run out of real memory, Linux has a virtual memory system that automatically moves memory

pages (chunks) to and from a hard disk. This is called swapping, because the pages of idle programs are
swapped to the disk in exchange for active pages residing on the disk. The disk area used to store memory
pages is called swap space.

Thef r ee command's output includes the current swap usage in kilobytes as follows:

t ot al used free

Svap: 514072 189804 324268

2.5.1Using a Disk Partition as Swap Space

To use an entire disk partition as swap, follow these steps:
1. Make certain that the partition is empty.

2. Runnkswapdev, where dev is the partition's device. This command puts a swap signature on the
partition.

3. Executeswapondev to register the space with the kernel.

After creating a swap partition, you can put a new swap entry in your / et ¢/ f st ab to make the system use
the swap space as soon as the machine boots. This entry is from the f st ab example in Section 2.4.6:

/ dev/ hda2 none swap sw 00

2.5.2Using a File as Swap Space

You can also use a regular file as swap space. It's not quite as fast as a swap patrtition, but if you're in a
pinch where you would be forced to repartition the disk to use a swap partition, using a file as swap space
works fine.

Use these commands to create an empty file, initialize it as swap, and add it to the swap pool:

dd if=/dev/zero of =swap_fil e bs=1024k count=num b
nkswapswap_fil e
swaponswap_file

Here,swap_fi | e isthe name of the new swap file, and num_nb is the desired size, in megabytes.

To remove a swap partition or file from the kernel's active pool, use the swapof f command.

2.5.3How Much Swap do You Need?

At one time, the Unix conventional wisdom said that you should always reserve at least twice as much
swap as you have real memory. The enormous disk and memory capacities now available cloud the issue.
On one hand, disk space is so plentiful that double the memory size may seem inadequate, given the
amount of disk space available. On the other hand, you may never even dip into your swap space because
you have so much real memory.

Some things never change, though. Reserve two to five times as much disk space as you have real
memory for swap. It doesn't make sense to go any lower, because you may actually risk running out of
memory. If you go higher and actually intend to use all of this swap space, you will likely suffer serious
performance problems because the system will spend all of its time swapping (a condition known as
thrashing).



Chapter 3: How Linux Boots

Overview

You now know the physical structure of a Linux system, what the kernel is, and how to work with
processes. This chapter teaches you how the system starts (boots) — thatis, how the kernel gets into
memory and how the regular system processes get started.

As it turns out, there isn't much to the boot process:
1. Aboot loader finds the kernel image on the disk, loads it into memory, and starts it.

. The kernel initializes the devices and its drivers.

. The kernel mounts the root filesystem.

2

3

4. The kernel starts a program called i ni t.

5. init sets the rest of the processes in motion.
6

. Thelast processes that i ni t starts as part of the boot sequence allow you to log in.

Identifying each stage of the boot process is invaluable in fixing boot problems and understanding the
system as a whole. To start, zero in on the boot loader, which is the initial screen or prompt you get after
the computer does its power-on self-test, asking which operating system to run. After you make a choice,
the boot loader runs the Linux kernel, handing control of the system to the kernel.

There is a detailed discussion of the kernel elsewhere in this book (Section 2.2 explains the role of the
kernel, and Chapter 10 tells you how to build one yourself), but this chapter covers the kernel initialization
stage, the stage when the kernel prints a bunch of messages about the hardware present on the system.
The kernel starts i ni t just after it displays a message proclaiming that the kernel has mounted the root

filesystem:

VFS: Mounted root (ext2 filesysten) readonly.

Soon after, you will see a message about i ni t starting, followed by system service startup messages,
and finally you get a login prompt of some sort.

Note On Red Hat Linux, the i ni t note is especially obvious, because it "welcomes" you to "Red Hat
Linux." All messages thereafter show success or failure in brackets at the right-hand side of the
screen.

Most of this chapter deals with i ni t , because it is the part of the boot sequence where you have the most
control.Section 3.2 deals with the boot loaders.



3.1init

There is nothing special abouti ni t . It is a program just like any other on the Linux system, and you'll find
itin/ shi n along with other system binaries. The main purpose of i ni t isto start and stop other programs
in a particular sequence. All you have to know is how this sequence works.

There are a few different variations, but most Linux distributions use the System V style discussed here.
Some distributions use a simpler version that resembles the BSD i ni t, but you are unlikely to encounter
this.

3.1.1Runlevels

At any given time on a Linux system, a certain base set of processes are running. This state of the
machine is called its runlevel, and it is denoted with a number from 0 through 6. The system spends most
of its time in a single runlevel. However, when you shut the machine down, i ni t switches to a different
runlevel in order to terminate the system services in an orderly fashion and to tell the kernel to stop. Yet
another runlevel is for single-user mode, discussed in Section 3.2.4.

The easiest way to get a handle on runlevels is to examine the i ni t configuration file,/ et c/ i nitt ab.
Look for a line like the following:

id:5:initdefaul t:

This line means that the default runlevel on the system is 5. All lines in the i ni t t ab file take this form,
with four fields separated by colons occuring in the following order:

= A unique identifier (a short string, such as i d in the preceding example)
= The applicable runlevel number(s)

= The action thati ni t should take (in the preceding example, the action is to set the default runlevel to
5)

= A command to execute (optional)

There is no command to execute in the preceding i ni t def aul t example because a command doesn't
make sense in the context of setting the default runlevel. Look a little further down ini ni t t ab, until you
see a line like this:

I5:5:wait:/etc/rc.d/rc 5

This particular line is important because it triggers most of the system configuration and services through
therc*. d andi ni t. d directories (see Section 3.1.2). You can see that i ni t is set to execute a
command called / etc/rc.d/rc 5wheninrunlevel 5. The wai t action tells when and howi ni t runs
the command: runr ¢ 5 once when entering runlevel 5, and then wait for this command to finish before
doing anything else.

There are several different actions in addition to i ni t def aul t and wai t , especially pertaining to power
management, and the inittab(5) manual page tells you all about them. The ones that you're most likely to
encounter are explained in the following sections.

respawn

Ther espawn action causesi ni t torunthe command that follows, and if the command finishes
executing, to run it again. You're likely to see something similar to this line in your i ni t t ab file:

1: 2345: respawn: / shin/ m ngetty ttyl

Theget t y programs provide login prompts. The preceding line is for the first virtual console
(/ dev/ ttyl), the one you see when you press ALT-F1 or CONTROL-ALT-F1 (see Section 3.3). The
r espawn action brings the login prompt back after you log out.



ctrlaltdel

Thectr| al t del action controls what the system does when you press CONTROL-ALT-DELETE on a
virtual console. On most systems, this is some sort of reboot command, using the shut down command,
which is covered in Section 3.1.5.

sysinit

Thesysi ni t action is the very first thing that i ni t should run when it starts up, before entering any
runlevels.

3.1.2How Processes in Runlevels Start

You are now ready to learn how i ni t starts the system services, just before it lets you log in. Recall this
i ni ttab line from earlier:

| 5:5:wait:/etc/rc.d/rc 5

This small line triggers many other programs. r ¢ stands for run commands, and you will hear people refer
to the commands as scripts, programs, or services. So, where are these commands, anyway?

For runlevel 5, in this example, the commands are probably eitherin/etc/rc. d/rc5.dor/etc/rch. d.
Runlevel 1usesrcl. d, runlevel 2 usesrc2. d, and so on. You might find the following items in the
r c5. d directory:

S10syskl ogd S20ppp S99gpm
Si12kernel d S25net std_nfs S99ht t pd
Sl5netstd_init S30netstd_mi sc S99rmol ogin
S18net base S45pcnti a S99sshd
S20acct S89at d

S20l ogout d S89cron

Ther ¢ 5 command starts programs in this runlevel directory by running the following commands:

S10syskl ogd start
Sl2kernel d start
Sl5netstd_init start
S18net base start

Séé;sshd start

Notice the st art argument in each command. The Sin a command name means that the command
should run in start mode, and the number (00 through 99) determines where in the sequence r ¢ starts the
command.

Ther c*. d commands are usually shell scripts that start programs in/ sbi n or/ usr/ sbi n. Normally,
you can figure out what one of the commands actually does by looking at the script with | ess or another
pager program.

You can start one of these services by hand. For example, if you want to start the ht t pd Web server
program manually, run S99ht t pd st art. Similarly, if you ever need to kill one of the services when the
machine is on, you can run the command in the r c*. d directory with the st op argument (S99ht t pd

st op, for instance).

Somer c*. d directories contain commands that start with with K (for "kill," or stop mode). In this case, r ¢
runs the command with the st op argument instead of st art . You are most likely to encounter K
commands in runlevels that shut the system down.

3.1.3Adding and Removing Services

If you want to add, delete, or modify services in the r c*. d directories, you need to take a closer look at



the files inside. A long listing reveals a structure like this:

[ rwxrwxrwx . . . S10sysklogd -> ../init.d/sysklogd

[ rwxrwxrwx . . . Sl2kerneld -> ../init.d/kerneld

[ rwxrwxrwx . . . Slbnetstd_init -> ../init.d/netstd_init
[ rwxrwxrwx . . . Sl8netbase -> ../init.d/netbase

The commands in anr c*. d directory are actually symbolic links to files in an i ni t . d directory, usually in
/etcor/etc/rc.d. Linux distributions contain these links so that they can use the same startup scripts
for all runlevels. This convention is by no means a requirement, but it often makes organization a little
easier.

To prevent one of the commands in the i ni t . d directory from running in a particular runlevel, you might
think of removing the symbolic link in the appropriate r c*. d directory. This does work, but if you make a
mistake and ever need to put the link back in place, you might have trouble remembering the exact name
of the link. Therefore, you shouldn't remove links in the r c*. d directories, but rather, add an underscore

(L) to the beginning of the link name like this:

nv S99httpd _S99htt pd

At boot time, r c ignores _S99ht t pd because it doesn't start with S or K. Furthermore, the original name is
still obvious, and you have quick access to the command if you're in a pinch and need to start it by hand.

To add a service, you must create a script like the othersin the i ni t . d directory and then make a
symbolic link in the correct r c*. d directory. You may need to read Chapter 7 first if you aren't familiar
with shell scripts. However, the easiest way to write a script is to examine the scripts already ininit. d,
make a copy of one that you understand, and modify the copy.

When adding a service, make sure that you choose an appropriate place in the boot sequence to start the
service. If the service starts too soon, it may not work, due to a dependency on some other service. For
non-essential services, most systems administrators prefer numbers in the 90s, after most of the services
that came with the system.

Linux distributions usually come with a command to enable and disable servicesinthe r c*. d directories.
For example, in Debian, the command is updat e- r c. d, and in Red Hat Linux, the command is
chkconfi g. Graphical user interfaces are also available. Using these programs helps keep the startup
directories consistent and helps with upgrades.

HINT One of the most common Linux installation problems is an improperly configured XFree86
server that flicks on and off, making the system unusable on console. To stop this behavior, boot
into single-user mode and alter your runlevel or runlevel services. Look for something containing
xdmgdmor kdmin your r c*. d directories, oryour / etc/inittab.

3.1.4Controlling init

Occasionally, you need to give i ni t a little kick to tell it to switch runlevels, to re-read the i ni t t ab file,
or just to shut down the system. Because i ni t is always the first process on a system, its process ID is
always 1.

You can control i ni t withtelinit. For example, if you want to switch to runlevel 3, use this command:

telinit 3

When switching runlevels, i ni t tries to kill off any processes that aren't in the i ni t t ab file for the new
runlevel. Therefore, you should be careful about changing runlevels.

When you need to add or remove respawning jobs or make any other change to the i ni tt ab file, you
must tell i ni t about the change and cause it to re-read the file. Some people use ki | | - HUP 1 totell
i ni t todo this. This traditional method works on most versions of Unix, as long as you type it correctly.
However, you can also run thist el i ni t command:

telinit g



You canalso usetelinit s toswitch to single-user mode (see Section 3.2.4).

3.1.5Shutting Down

i ni t also controls how the system shuts down and reboots. The proper way to shut down a Linux machine
is to use the shut down command.

There are two basic ways to use shut down. If you halt the system, it shuts the machine down and keeps it
down. To make the machine halt immediately, use this command:

shut down -h now

On most modern machines with reasonably recent versions of Linux, a halt cuts the power to the machine.
You can also reboot the machine. For a reboot, use - r instead of - h.

The shutdown process takes several seconds. You should never reset or power off a machine during this
stage. In the preceding example, nowis the time to shut down. This argument is mandatory, but there are
many ways of specifying it. If you want the machine to go down sometime in the future, one way is to use
+n, where n is the number of minutes shut down should wait before doing its work. For other options, look

at the shutdown(8) manual page.

To make the system reboot in ten minutes, run this command:

shutdown -r +10

On Linux, shut down notifies anyone logged on that the machine is going down, but it does little real work.
If you specify a time other than now,shut down creates a file called / et ¢/ nol ogi n. When this file is
present, the system prohibits logins by anyone except the superuser.

When system shutdown time finally arrives, shut down tells i ni t to switch to runlevel O for a halt and
runlevel 6 for areboot. When i ni t enters runlevel 0 or 6, all of the following takes place, which you can
verify by looking at the scripts inside r cO. d and r c6. d:

1. init killsevery process that it can (as it would when switching to any other runlevel).

2. Theinitial r c0. d/r c6. d commands run, locking system files into place and making other
preparations for shutdown.

3. ThenextrcO. d/r c6. d commands unmount all filesystems other than the root.
4. Furtherr c0. d/r c6. d commands remount the root filesystem read-only.

5. Still morer c0. d/r c6. d commands write all buffered data out to the filesystem with the sync
program (see Section 2.4.4).

6. Thefinal rc0. d/r c6. d commands tell the kernel to reboot or stop with the r eboot ,hal t, or
power of f program.

Ther eboot and hal t programs behave differently for each runlevel, potentially causing confusion. By
default, these programs call shut down with the - r or - h options. but if the system is already at the halt or
reboot runlevel, the programs tell the kernel to shut itself off immediately. If you really want to shut your
machine down in a hurry (disregarding any possible damage from a disorderly shutdown), use the - f

option.



3.2Boot Loaders

Before the kernel runs i ni t, a boot loader starts the kernel. On occasion, you need to tell the boot loader
to load different kernels or operating systems, and to start in different modes. This is especially important
when trying to fix a system that has a problem that prevents a full boot. To fix such a problem, you may
need single-user mode or an alternate kernel.

The boot loader loads a kernel image into memory and hands control of the CPU to the new image,
possibly supplying it with some parameters. These parameters are simple text strings like - s for booting in
single-user mode and r oot =partiti on for using partiti on asthe root filesystem instead of the
default. You can specify a runlevel number as a parameter to make the system boot into a runlevel other
than the default.

To type in a kernel name and parameters, however, you first need to know how to get to a boot prompt.
Unfortunately, there are several different boot loaders out there, and because you can control a boot
loader's behavior, Linux distributions customize to their hearts' content.

The next sections tell you how to get to a boot prompt in order to enter a kernel name and parameters. If
you need to know how to install a boot loader or change its configuration, see Section 10.5.

3.2.1LILO

LILO (Linux Loader) has been around for almost as long as the Linux kernel. The LILO boot prompt usually
ends with boot : . If your system boots with LILO, it's likely that you get a fancy screen of graphics at boot
time, because this is the default for many distributions, including Red Hat Linux. If you see a screen like
this, look for a part that reads "Press Control-x for text mode." If you see that message, type CONTROL-X
to get to the boot prompt.

If the system defaults to text mode, look at the prompt as soon as it appears. If the prompt says LI LOwith
nothing else, press the SHIFT key to get the rest of the boot prompt to appear. On the other hand, if you
get a boot prompt immediately, you need to watch out, because the system likely will boot if you don't type
anything in a certain amount of time.

Once you're at a LILO boot prompt, press the TAB key to show a list of kernel and operating system

options. The default kernel name is probably something like | i hux. To boot this kernel with no options,
enterl i nux. To use options, specify them after the kernel name:

I i nuxoptionl option2 ...

For example, to boot the system in single-user mode, type this:

i nux -s

Or, to boot | i nux in single-user mode with the root filesystem as / dev/ hda3 instead of your normal
default, type this:

i nux root=/dev/hda3 -s

3.2.2GRUB

GRUB stands for Grand Unified Bootloader, a system that is slowly replacing LILO. GRUB has plenty of
whiz-bang features, but most important is its ability to navigate filesystems, so you can read files without
loading a kernel. Wiseguy Solaris and BSD administrators like to say that they have enjoyed this capability
for some time.

GRUB has a menu interface that's easy enough to navigate, but if you need to boot from a different kernel,
change the root partition, or supply extra kernel parameters, you should get into the mini-shell. Press c at
the menu to get this prompt:

gr ub>



Let's say that you want to boot the kernel at / boot / v i nuz with a root of / dev/ hda3. Furthermore,
your system is messed up, so you need single-user mode with the - s kernel option. Type the following at
the GRUB prompt:

root (hdo, 2)
kernel /boot/vminuz root=/dev/hda3 -s
boot

Ther oot (hdO0, 2) line sets GRUB's idea of the current root partition — that is, the filesystem where
GRUB expects to find the kernel. hdO is the first hard drive (that is, the first disk that GRUB finds; for
example, the Linux device / dev/ hda if this is your first hard disk). However, 2 specifies the third partition
(/ dev/ hda3) because GRUB partition numbers start at 0.

The word ker nel sets a kernel image and its parameters. / boot / v i nuz refers to a kernel image file
on( hd0, 2) . Unfortunately, GRUB does not normally pass the information from the preceding r oot ()
line on to the kernel, so you should always specify r oot =partiti on as a kernel parameter.

Note You can combine the r oot and ker nel lines by preceding the kernel image with the GRUB root
partition. Therefore, the preceding two lines could be written as the single line ker nel
(hd0, 2)/boot/vm inuz root=/dev/hda3 -s.

The last line, boot , tells GRUB to load and execute the kernel image.

Note On certain systems (especially those with SCSI disks and stock kernels), you may need an initial
RAMdisk:

initrd /boot/initrd

SeeSection 10.5.4 for information on why you may need an initial RAM disk.

In case you're trying to boot a partition with another boot loader (such as a Windows partition) by hand with
GRUB, try the following, where parti ti on uses the GRUB device syntax explained earlier (e.g.,

hd(0, 1)) :

root noverifypartition
nmekeacti ve
chai nl oader +1

boot

3.2.30ther Boot Loaders

There are many other ways to boot a kernel, including from DOS via LOADLIN or SYSLINUX, over the
network, or even directly from the PC BIOS with LinuxBIOS! Most other boot loaders work like LILO,
although some do not support the TAB key to list options. You may need to pay attention to boot
diagnostics for this information. However, the way you enter parameters is usually identical to LILO and
GRUB.

3.2.4Single-User Mode and Emergency Booting

When something goes wrong with the system, an administrator's first recourse for booting quickly to a
usable state is single-user mode. The idea is that the system quickly boots to a root shell instead of going
through the whole mess of services. On Linux, single-user mode is usually runlevel 1. You may need to
type the root password to enter single-user mode.

Common tasks in single-user mode include the following:
= Checking filesystems after a system crash

= Fixing problems in critical files, suchas/ et c/fstab,/ etc/ passwd, and/etc/inittab



= Restoring from backups after a system crash

Don't expect too many amenities in single-user mode. You may need to set the terminal type (enter
TERMFI i nux) to get full-screen editors to work, and the network may not be available. You can configure
the network and other systems by hand if necessary, but it's a pain.

When you finish with single-user mode, you can exit the shell to see if the system starts normally.
However, it's usually a good idea to reboot the system, because the transition from single-user mode to
regular multi-user mode is not always perfect.

If you have a real mess on your hands, and even single-user mode doesn't work, you can try the - b kernel
parameter for an emergency boot shell instead of any kind of orderly startup. This does not mount the root
filesystem as read-write or give you much of anything else, so you'll probably need to do some
remounting, and possibly mount the / pr oc filesystem before getting anything useful done. However, if
things are really this broken, you might consider using a rescue CD-ROM instead of this rudimentary
emergency boot shell mode. You may also be able to get an emergency boot shell by using the

i ni t=/bi n/sh kernel parameter.

Finally, if you break your kernel or boot loader, you won't be able to get to single-user mode without extra
help. You can often boot your system with a kernel from a bootable CD-ROM by passing the r oot
parameter to the CD-ROM's kernel boot loader. Your system might look somewhat strange without your
regular kernel, but you should still be able to move files around or perhaps even compile a new kernel to
get yourself out of the jam.



3.3Virtual Consoles

The final stage of the boot process starts one or more programs that allow you to log in to the system
console. Linux has two primary display modes: console (text) mode, and an X Window System server
(graphics mode, usually via a display manager). The kernel boots in console mode, but on most
distributions the system switches over to graphics mode near when the r c*. d commands complete.

Linux has several virtual consoles. Each virtual console may run in graphics or text mode. When in text
mode, you can switch between consoles with an ALT-Function key combination — for example, ALT-F1
takes youto/dev/ttyl, ALT-F2 goesto/ dev/tty2, and so on.

A virtual console used by XFree86 in graphics mode is slightly different. Rather than getting a virtual
console assignment directly from / et ¢/ i ni tt ab, an XFree86 server takes over a free virtual console.
For example, if you have get t y processes runningonttyl andtty2, a new XFree86 server takes over
t t y3. In addition, after XFree86 puts a virtual console into graphics mode, you must normally press a
CONTROL-ALT-Function key combination to switch to another virtual console instead of the simpler ALT-
Function key combination.

The upshot of all of this is that if you want to see your text console after your system boots, press
CONTROL-ALT-F1. To get back to the X11 session, press ALT-F2, ALT-F3, and so on, until you get to the
X session.



Chapter 4: Essential System Files, Servers, and
Utilities
Overview

When you first look in the / et ¢ directory or do a process listing, you may feel overwhelmed. Fortunately,
very few of these files are terribly critical to the system's operation. This chapter shows you what is
important.

The subject material in this chapter covers the parts of the system that make the infrastructure covered in
Chapter 2 available to the user-level tools covered in Chapter 1. In particular, you will see the following:

= Configuration files that the system libraries access to get server and user information
m Server programs (sometimes called daemons) that run when the system boots
= Configuration utilities that can be used to tweak the server programs and configuration files

As in the previous chapters, there is virtually no networking material here. The network is separate from
the elementary parts of the system. In Chapter 5 you'll see where the network fits in.



4.1System Logging

Most system programs write their diagnostic output to the syslog service. The sysl ogd daemon waits for

messages, and depending on the type of message received, funnels the output to a file, the screen, users,
some combination of these, or just ignores it. The system logger is one of the most important parts of the

system. When something goes wrong and you don't know where to start, you should check the system log
files first. Here is a sample log file message:

Aug 19 17:59: 48 dupl ex sshd[484]: Server listening on 0.0.0.0 port 22.

Most Linux distributions use the / var / | og directory to store log files, but you can find out for sure by
looking at sysl og. conf, the sysl ogd configuration file. It contains lines like this:

kern.* / dev/ consol e
*.info;authpriv. none /var/| og/ nessages
aut hpriv.* /var/|l og/ secure, root
mail . * /var/1og/ maillog
cron. * /var/log/cron

*. enmerg *

| ocal 7. * /var/|l og/ boot. | og

The type of information to be logged is on the left, and the place where it is logged to is on the right. Most
of the log targets in this example are normal files, but there are some exceptions: / dev/ consol eisa
special device for the system console, r oot means to send a message to the superuser if that user is
logged in, and * means to send a message to all users currently on the system. You can also send
messages to another host with @ost .

Log messages carry a facility and a priority. The facility is a general category of message (Check the
syslog.conf(5) manual page for a current list of all facilities). Most are fairly obvious from their name
(mai |, for example). The preceding sysl og. conf sample catches messages carrying the aut hpri v,
mai | ,cron, and | ocal 7 facilities. In line 6, * is a wildcard that catches output related to all facilities.

In the sysl og. conf file, the priority follows the dot (.) after the facility. The priority may be one of debug,
i nfo,noti ce,warning,err,crit,alert, orenerg. Thisis also the order of the priorities, with
emer g being the highest.

Note You can exclude log messages from a facility in sysl og. conf by specifying a priority of none,
as shown on line 2 of the preceding example.

It is important to understand that when you put a specific priority in a sysl og. conf line, sysl ogd sends
messages with that priority and all higherpriorities to the destination on that line. Therefore, in the
preceding example file, the *. i nf 0 actually catches most syslog messages and puts them into

/var /| og/ messages because i nf o is a relatively low priority. You can catch all priorities by using * as
a wildcard.

An extra daemon called k| ogd traps kernel messages and (usually) sends them to sysl ogd. You may
wish to direct kernel messages into a separate file with a line like this in your sysl og. conf :

kern. * /var/log/kern.|og

If you want to send a log message to the syslog service manually (for example, when writing a script), use
thel ogger command, as in this example:

| ogger -p daenon.info sonething bad just happened

Very little can go wrong with sysl ogd. The most common problem is where sysl og. conf doesn't catch
a certain facility or priority. Another problem is that log files have a tendency to fill their disk partitions after
some time. However, most distributions automatically trim the files in / var /| og with automatic
invocations of | ogr ot at e or some other utility.



The Linux sysl ogd has a few more features than its counterparts in other Unix variants. The discussion
here only covers the basics that apply to most Unix systems. If you're really interested in it, or if there's
some character in your configuration file that you can't figure out, take a look at the syslog.conf(5) manual
page.



4.2A Glance at /etc

Most configuration files on a Linux system are in / et ¢, and because there are so many packages on a
Unix system, / et ¢ accumulates files quickly. This makes it hard to see what actually matters to a running
system.

In previous chapters, you saw files like i ni t t ab and f st ab for booting the system. Table 4-1 identifies
those and other critical configuration files and where they are discussed in the book.

Table 4-1: Essential Configuration Files

‘ File ‘ Function ‘ Section
‘fst ab ‘ Filesystems ‘ 2.4.6

‘ group ‘ User management ‘ 4.3.2

‘ init.d ‘ Boot sequence ‘ 3.13

‘ inittab ‘ Boot sequence ‘3.1.1

‘ | d. so. cache ‘Shared libraries ‘8.1.4

‘ | d. so. conf ‘Shared libraries ‘8.1.4

‘ passwd ‘ User management ‘ 4.3

‘ rc*.d ‘ Boot sequence ‘ 3.1.2

‘ shadow ‘ User management ‘ 4.3




4.3User Management Files

The user system in Unix allows different people to log in to the same machine without interfering with one
another. At the lowest level, users are nothing more than numbers (user IDs), but login names help to
avert confusion and boredom.

The plain-text file / et ¢/ passwd maps login names to user IDs, and it looks something like this:

root: x: 0: 0: Super-user:/root:/bin/sh

daenon: *: 1: 1: daenon: / usr/ sbin:/bin/sh
bin:*:2:2:bin:/bin:/bin/sh

sys: *:3:3:sys:/dev:/bin/sh

nobody: *: 65534: 65534: nobody: / hone: / bi n/ fal se
juser:x:3119:1000:J. Random User:/ homne/juser:/bin/bash
beazl ey: x: 143: 1000: Davi d Beazl ey: / hone/ beazl ey: / bi n/ bash

The format is straightforward. Each line represents one user, with seven fields separated by colons:
» The user (login) name.

= The user's encrypted password. On most Linux systems, the password is not actually stored in the
passwd file, butin the shadowfile. shadowis similar to passwd, but normal users do not have read
permission on shadow. The second field in passwd or shadowis the encrypted password, and it
looks like a bunch of garbage, such as d1CVEW B/ oppc (in Unix, passwords are never stored in clear
text). The rest of the fields in shadow deal with matters such as password expiration dates.

Anx in the second field in the passwd file indicates that the encrypted password is stored in shadow.
An* indicates that the user cannot log in, and if the field is blank (that is, appearsas: : ), no

password is required to log in. Watch out for blank passwords. You should never have a user without a
password.

= Theuser ID (UID), the user's representation to the kernel. It should be unique. You can have two
entries with the same user ID, but it will confuse you and some of your software.

m Thegroup ID (GID). It should be one of the numbered entries in the / et ¢/ gr oup file. Groups
determine file permissions and little else. This group is also called the user's primary group.

= The user's real name (often called the GECOS field). Sometimes there are commas in this field,
denoting room and telephone numbers.

= The user's home directory.
m The user's shell (the program that runs when the user logs in).

Figure 4-1 identifies the various fields in one of the entries in the preceding example.

Legin name
Password
User ID
Group ID Real name (GECOS)
Home directory
[ rsllen
juser:x:3119%:1000 .7 .Random User: /home -"_‘us;:": /bin/bash

Figure 4-1: An entry in the password file.
Note A user and home directory are collectively known as an account.

There are a few special usersin/ et c/ passwd. The superuser (root) always has UID 0 and GID 0, asin
the preceding example. There are other users with no login privileges, such as daemon. These generally
vary from system to system, and you should leave them alone. "Nobody" is a special under-privileged user
that some processes run as, because the nobody user cannot write to anything on the system.

These special users are called pseudo-users. They can't log in to the system, but the system can start
processes with their user IDs for security reasons.

Note The/ et ¢/ passwd file syntax is special and fairly strict, allowing for no comments or blank lines.



4.3.1Manipulating Users and Passwords

Regular users interact with / et ¢/ passwd with the passwd command. By default, the passwd command
changes the user's password, but you can also use - f to change the user's real name, or - s to change the
user's shell to one listed in/ et ¢/ shel | s. (Two other commands for changing the real name and shell are
chf n and chsh.)passwd is an suid-root program, running as the superuser when changing the

[ et c/ passwd file.

Changing /etc/passwd as the Superuser

Because the passwd file is in plain text, the superuser may use any text editor to make changes. To add a
user, you need to do nothing more than add an appropriate line and create a home directory for the user;
deleting is the opposite. There is a special program called vi pwthat allows you to lock the passwd file
and edit it as the superuser. To set another user's password, use passwduser as the superuser.

However, most distributions frown on editing passwd directly because it is easy to make a mistake. For
example, Red Hat Linux has the commands adduser and user del to add and remove users. Even if you
use these commands or vi pw, though, you should still know about the password file format, because you
may need to edit it in a pinch.

4.3.2Working with Groups

Groups in Unix offer a way to share files with certain other users on the system, but deny access to all
other users. The idea is that you can set read or write permission bits (described in Section 1.17) for the
group, but not the world (everyone else). This was once important because many users shared one
machine, but this has become less significant in recent years as workstations have become more personal.

As mentioned earlier, / et ¢/ passwd has a group field. The / et ¢/ gr oup file defines the group IDs, as
shown in this example:

root:*:0:juser

daenon: *: 1:

bi n: *: 2:

sys: *:3:

adm *: 4:

di sk: *: 6:j user, beazl ey
nogr oup: *: 65534:
user:*:1000:

The fieldsin/ et c/ gr oup are as follows:
= The group name. (This is what shows up when you runa command likels -1.)

m The group password. This is hardly ever used; you can use * or any other default value.

= The group ID (a number). The GID must be unique within the gr oup file. This number goes into a
user's group field in their / et ¢/ passwd entry.

= An optional list of users that belong to the group. In addition to the users listed here, users with the
corresponding group ID in their passwd file entries also belong to the group.

Figure 4-2 identifies the fields in a gr oup file entry.

Group name
Password
Group ID
r[ Additional members

disk:*:6: juser,beazley
Figure 4-2: An entry in the group file.

To see the groups you belong to, run the gr oups command.



Note Linux distributions have a convention of creating a new group for each new user with the same
name as the user.



4.4getty and Login

Section 3.1.1 mentioned get t y, a program that attaches to terminals and displays a login prompt. On
most Linux systems, get t y is uncomplicated because the system only uses it for logins on virtual
terminals, with linesin / et c/ i ni tt ab like this one for/ dev/tty1:

1:2345: respawn: / sbin/getty 38400 ttyl

In this example, 38400 is the baud rate. Virtual terminals ignore the baud rate; it's only there for backward
compatibility with terminals connected to real serial lines. Some get t y programs (like the m nget ty that
Red Hat Linux uses for virtual terminals) don't need the baud rate setting.

You are probably most interested in the name of the file that get t y prints as the login greeting:
/etc/issue. Thisis a quick and satisfying way to deface your system without doing any real damage.

After you type your login name, get t y replaces itself with the | ogi n program, which then asks for your
password. If you type the correct password, | ogi n replaces itself with your shell. Otherwise, you get a
“Login incorrect" message.

You now know what get t y and | ogi n do, but it's unlikely that you'll ever need to configure or change
them, because terminals on serial ports have been largely confined to the dustbin of history. The | ogi n
program has an excessive number of options and configuration files, but they are mostly useless because
they deal with security for network login methods, such as t el net, that are insecure in the first place. You
will learn in Chapter 6 that you should not use them.

Note If you want to send and receive faxes or dial up to your machine through your own modem, you
may need to work with nget t y, an advanced get t y that can work with fax and voice modems.



4.5Setting the Time

A well-functioning Unix machine depends on accurate timekeeping. The kernel is responsible for
maintaining the system clock, the clock consulted when you run commands such as dat e. You can also
set the system clock with the dat e command, but this is usually a bad idea, because you'll never get the
time exactly right. You want your system clock to be very close to the correct time.

PC hardware has a battery-backed "real-time" clock. It's not the greatest clock in the world, but it's better
than nothing. The kernel usually sets its time based on this clock at boot time, and you can reset the

system clock to the current hardware time with hwcl ock. If your hardware clock is in UTC (Universal
Coordinated Time, or Greenwich Mean Time), run this command:

hwcl ock --hctosys --utc

You should try to keep your hardware clock in UTC to avoid any trouble with time zone or daylight savings
time corrections. However, if you insist on keeping the hardware clock set to the local time, run this
command instead:

hwcl ock --hctosys --localtine

Unfortunately, the kernel isn't terribly good at keeping time, and because Unix machines often stay up for
months and years at a time, they tend to develop a drift. In addition, it's fairly rude to make the system
clock jump ahead or back by running hwel ock on a frequent basis; time-based system events can get lost
or munged. If you want to gradually change the system clock based on the hardware clock, run this
command:

adj tinex --adjust

However, this is only good for updating the clock manually when it has already drifted. To keep the time up
to date, you need to run a network time daemon (see Section 4.5.2).

45.1Time Zones

The system clock runs in UTC. System libraries convert this into local time and compensate for daylight
savings time and any other strange circumstances (such as living in Indiana).

To set your system's time zone, make a symbolic link to the appropriate time zone file in
[ usr/shar e/ zonei nfo from /etc/ | ocal ti me. For example, here is the command to configure a
United States Pacific Time Zone setting:

In -sf /usr/share/zonei nfo/US/ Pacific /etc/localtine

A long listing of the link should contain this output:

/etc/localtinme -> /usr/share/zonei nfo/US/ Pacific

If you want to use a different time zone than the system default, you can do so by setting the TZ
environment variable like this:

$ export TZ=US/ Centr al
$ date

45.2Network Time

If your machine is permanently connected to the Internet, you can run an NTP (Network Time Protocol)



daemon and get the time from a remote server. The main NTP Web page is http://www.ntp.org/, but if you
don't really feel like reading through the mounds of documentation there, do this:

1. Ask your ISP for the closest NTP time server.
2. Put that time serverin / et c/ nt pd. conf.

3. Runnt pdat eser ver atboot time.

4. Runnt pd at boot time.

If your machine does not have a permanent Internet connection, you can use a daemon such as chr onyd
to maintain the time during disconnections.

HINT You can also set your hardware clock based on the network time. First, set your system time
from the network with nt pdat e (or nt pd). Then run this command:

hwel ock --systohc -utc


http://www.ntp.org/

4.6Scheduling Recurring Tasks with Cron

Unix provides a service called cr on that runs programs repeatedly on a fixed schedule. Most experienced
administrators consider cr on to be vital to the system because it can perform automatic system
maintenance. For example, cr on runs log file rotation utilities. You should know about cr on not only in
the interest of knowing about everything that runs on your system, but also because it is just plain useful.

You can run any program you like with cr on, choosing the times that suit you. A program running through
croniscalled acronjob. To install a cr on job, you need to create an entry line in your crontab file,
usually with the cr ont ab command. Here is a typical crontab file entry that runs a command daily at 9:15
AM:

15 09 * * * [hone/juser/bin/sprmake

The five whitespace-delimited fields at the beginning specify the schedule time (see also Figure 4-3):
= Minute (0-59)
= Hour (0-23)
= Day of month (1-31)
= Month (1-12)

= Day of week (0-7; 0 and 7 are Sunday)

Minute

Hour
Day of month

Manth
Day of week
J; Cﬂmr.nun:t

15 09 * * * /homa/juser/bin/spmake

Figure 4-3: An entry in the crontab file.

The preceding example says to run sprreke daily, because the day of month, month, and day of week
fields are all * (the * character matches all possible values, meaning every day of the month, every
month, or every day of the week). If you want to run the job only on the 14th of each month, use this
crontab line:

15 09 14 * * [home/juser/bin/spnake

You may select more than one time for each field. For example, if you would like the program to run on
the 5th as well as the 14th, use 5, 14 in the third field:

15 09 5,14 * * [hone/juser/bin/ spmake

The remainder of the line is the command to run. When cr on runs the job, the command may generate
standard output or error or exit abnormally. If that happens, cr on mails this information to you. You may
want to redirect the output to / dev/ nul | or some log file if you find this annoying.

The crontab(5) manual page is a full reference for the cr on file format. However, there is also a crontab(1)
manual page for the installation utility, so you'll need to use nan 5 cront ab to get to the right one.

4.6.1Installing Crontab Files

Each user can have their own crontab file. The system usually stores all crontabs in
/var/spool / cron/ cront abs. Normal users can't write to this directory. Instead, the cr ont ab
command installs, lists, edits, and removes a user's crontab.

The easiest way to install a crontab is to put your crontab entries into a file, then use cront abfi | e to



installf i | e as your current crontab. The cr ont ab command checks the file format to make sure that you
haven't screwed anything up. If you want to list your cr on jobs, runcront ab -1. To remove the crontab,
usecrontab -r.

Using temporary files to create and manipulate your crontab can be a little messy, so if you want to edit
and install your crontab in one motion, run cr ont ab - e. If you make a mistake, cr ont ab tells you where

the mistake is and asks if you would like to try editing again.

4.6.2System Crontab Files

Rather than use the superuser's crontab for scheduling recurring system tasks, Linux distributions normally
have an/ et ¢/ cront ab file. Do not use the cr ont ab command to edit this file; it has a slightly different
format with one more field — the user that should run the job. Here is an example for a job to run at 6:42
AM, running as the superuser (r oot ):

42 6 * * * root /usr/local/bin/cleansystem > /dev/null 2>&1

Some distributions also use the / et ¢/ cr on. d directory to store system crontab files. These files may
have any name, but they have the same format as / et c/ cr ont ab.



4.7Scheduling One-Time Tasks with At

If you want to run a job in the future but don't want to use cr on because the command should only run
once, you can do it with the at service. For example, if you want to run nyj ob at 10:30 PM, enter this
command:

at 22:30
nyj ob
End the input with a CONTROL-D (at reads the commands from the standard input).

To check that the job has been scheduled, use at g, or to remove it, use at r m You also can schedule jobs
days into the future by adding the date (in DD.MM.YY format; for example, at 22: 30 30. 09. 03).

There isn't too much else to the at command. at actually does not see much use in common practice.
However, it can be handy for the odd time that you need to shut the system down in the future.



4.8Tracking Individual Processes

You saw how to use ps in Section 1.16 for listing process characteristics at any given time. ps is good for

getting a snapshot of the current processes, but it does little to tell you how processes change over time. Using
ps alone, it's not terribly easy to pick out processes that are using too much CPU time or memory.

Thet op program displays the current system status and many of the fields that you might see in a ps listing,
but it also updates the display every second. By default, t op shows the most active processes (that is, those
currently taking up the most CPU time).

You can send commands to t op with keystrokes. These are some of the most important commands:
SPACEBAR Updates the display immediately

MSorts by current resident memory usage

T Sorts by total (cumulative) CPU usage

P Sorts by current CPU usage (the default)

u Displays only one user's processes

? Displays a usage summary for all t op commands

If you want to know how much CPU time a process uses during its entire lifetime, use t i me. (If your shell has
a built-in t i me command, you may need to run/ usr/ bi n/ ti me to get the full output shown below.) For
example, to measure the CPU time used by | s, run this command:

time |I's

Afterl s terminates, you should get some output like this:

0. O5user 0.09system 0: 00. 44el apsed 31%PU (Oavgt ext +Oavgdat a Onmaxr esi dent) k
Oi nput s+0out put s (125maj or +51m nor) pagef aul t s Oswaps

= User time is the number of seconds that the CPU has spent running the program's own code. On modern
processors, some commands run so quickly that you may get a zero value here because the actual CPU
time is so low that t i ne rounds down to zero.

= System time is how long the kernel spends doing the process's work (for example, reading files and
directories).

m Elapsed time is the total time it took to run the process from start to finish, including the time that the CPU
spent doing other tasks. This number is not very useful for performance measurements.

SeeSection 4.10 for a description of the other fields.

4.8.1Finding Open Files with |sof

Thel sof command lists open files and the processes that are using these open files. Because Unix places
such a great emphasis on files, | sof is among the most useful tools for finding trouble spots. | sof does not
stop at regular files — it can list network sockets, dynamic libraries, pipes, and more.

Runningl sof onthe command line usually produces a tremendous amount of output. Here is a fragment of
what you might see:

COVIVAND Pl D USER FD TYPE DEVI CE S| ZE NODE NAME

init 1 root cwd DI R 3,1 4096 2/

init 1 root rtd DI R 3,1 4096 2/

init 1 root txt REG 3,1 24480 16212 /sbin/init

init 1 root neEM REG 3,1 999542 32329 /1ib/ld-2.3.2.s0
init 1 root nem REG 3,1 1251176 32208 /lib/libc-2.3.2.s0
init 1 r oot 10u FIFO 3,1 97634 /dev/initctl



Vi 3511 juser cwd D R 3,4 4096 163866 / hone/juser/w
Vi 3511 juser rtd DI R 3,1 4096 2/

Vi 3511 juser txt REG 3,3 327048 561520 / usr/ bi n/vi

Vi 3511 juser 3rwW REG 3,4 18993 163867 / hone/juser/wc

The fields in this output are as follows:

COMMAND The command name for the process that holds the file descriptor.
PID The process ID.
USER The user running the process.

FD The file descriptor or the purpose of the open file. A file descriptor is a number that a process uses in
conjunction with the system libraries to identify and manipulate a file.

TYPE The file type (regular file, directory, socket, etc.).

DEVICE The major and minor number of the device that holds the file.
SIZE The file's size.

NODE The file's inode number.

NAME The filename.

The Isof(1) manual page contains a full list of what you might see for each field, but you should be able to
guess just by looking at the output. For example, look at the entries with cwd in the FD field. These lines
indicate current working directories of the processes. Another example is the very last line, showing a file that
the user is currently editing with vi .

There are two basic approaches to running | sof :

= List everything and pipe the output to a command like | ess, and then run a search to find what you're
looking for.

= Narrow down the list that | sof provides with command-line options.

If you use command-line options, you can provide a filename as an argument, and | sof will list only the
entries that match the argument. For example, the following command displays entries for open files in / usr :

| sof /usr

To list the open files for a particular process ID, run this command:

| sof -p pid

| sof has dozens of other options; | sof - h provides a short summary. Most options pertain to the output
format. Make sure that you look at Section 6.5.1 for | sof network features.

Note | sof is highly dependent on kernel information. If you upgrade your kernel, you may need to
upgradel sof .

4.8.2Tracing Program Execution with strace and Itrace



With the exception of ti e, the tools you have seen so far examine active processes. However, if you have
no idea why a program dies almost immediately after starting up, even | sof won't help you. You would have
a difficult time even running | sof concurrently with a failed command.

Thest r ace (system call trace) and | t r ace (library trace) commands can help you discover what a program
attempts to do. These tools produce extraordinarily large amounts of output, but once you know what to look
for, you will be in a good position for tracking down problems.

Asystem call is a privileged operation that the kernel must perform for a process, such as opening and
reading data from a file. st r ace prints all of the system calls that a process makes. To get the idea, run this
command:

strace cat /dev/null

The first part of the output deals primarily with loading shared libraries. You can ignore this stuff:

execve("/bin/cat", ["cat", "/dev/null"], [/* 52 vars */]) =0

brk(0) = 0x804h348

open("/etc/ld.so.preload", O _RDONLY) = -1 ENCENT (No such file or directory)
open("/etc/ld.so.cache", O _RDONLY) =3

fstat64(3, {st_node=S | FREG 0644, st_size=14834, ...}) =0

ol d_mmap(NULL, 14834, PROT_READ, MAP_PRI VATE, 3, 0) = 0x40015000

cl ose(3) =0

open("/lib/libc.so.6", O RDONLY) =3

read(3, "\177ELF\ 1\ 1\ 1\ 0\ O\ O\ O\ O\ O\ O\ O\ O\ 3\ O\ 3\ O\ 1\ O\ O\ O\ 200”7\ 1"..., 1024) = 1024

In addition, you can skip by all of the mmap output until you get to the lines that look like this:

fstat64(1, {st_node=S |FCHR 0666, st_rdev=nakedev(1, 3), ...}) =0
open("/dev/null", O RDONLY| O LARGEFILE) = 3

fstat64(3, {st_node=S | FCHR| 0666, st_rdev=nakedev(1, 3), ...}) =0
br k(0) = 0x804h348

br k( 0x804c348) = 0x804c348

brk(0) = 0x804c348

br k(0x804d000) = 0x804d000

read(3, "", 4096) =0

cl ose(3) =0

cl ose(1) =0

_exit(0) =?

Now you see some interesting things. First, look at the open() call, which opens a file. The 3 as a result
means success (3 is a file descriptor). Then, near the end, you see where cat reads from / dev/ nul | (the
read() call — notice that the file descriptor is 3). Then there is nothing more to read, so the program closes
the file descriptor and exits.

So what happens when there's a problem? Try st race cat not_a_fil e instead and examine the open()
call:

open("not_a_file", O RDONLY| O LARGEFILE) = -1 ENCENT (No such file or
directory)

Here,st r ace not only reports the error at the system-call level, but it also gives you a small description of the
error.

Missing files are the most common problems with Unix programs, so if the syslog and other log information
isn't very helpful, and you have nowhere else to turn, st r ace can be of great use. You can even use strace

on daemons that detach themselves. Here's an example:

strace -o crumyd_strace -ff crumyd

In this example, the - 0 option to st r ace logs the action of any child process that cr untmyd spawns into



crumryd_strace. pi d, where pi d is the process ID of the child process.

Thel t r ace command tracks shared library calls. The output is similar to st r ace, but be warned, there are

usuallymany more shared library calls than system calls. See Section 8.1.4 for more information on shared
libraries (I t r ace doesn't work on statically linked binaries).



4.9Adjusting Process Priorities

It is possible to change the way the kernel schedules a process so that the process gets more or less CPU
time than other processes. The kernel runs each process according to its scheduling priority, which is a
number between -20 and 19, with -20 being the foremost priority (yes, this can be confusing).

Theps -1 command lists the current priority of a process, but it's a little easier to see how it works with
thet op command, as shown here:

Tasks: 79 total, 1 running, 77 sl eeping, 0 stopped, 1 zonbie
Cpu(s): 9.4%us, 1.0%sy, 0.4%ni, 88.4%id, 0.6%wa, 0.0%hi, 0.1%s
Mem 320364k total, 301420k used, 18944k free, 17320k buffers
Swap: 514072k total, 13260k used, 500812k free, 68260k cached
Pl D USER PR NI VIRT RES SHR S %PU %WEM TI ME+ COWWAND
23066 bri 16 O 1868 896 1732 R 5.6 0.3 0:00.06 top
10382 bri 15 0 93288 74m 28mS 1.9 23.7 200:04.75 MzillaFirebird
1 root 16 0 1348 480 1316 S 0.0 0.1 0:04.28 init
2 root 34 19 0 0 0S 0.0 0.0 0: 00. 00 ksoftirqd/0
3 root 5 -10 0 0 0S 0.0 0.0 0: 06. 36 events/O
4 root 5 -10 0 0 0S 0.0 0.0 0:08.89 kblockd/0
5 root 15 0 0 0 0S 0.0 0.0 0:00.02 khubd
6 root 25 0 0 0 0S 0.0 0.0 0: 00. 00 pdflush
7 root 15 0 0 0 0S 0.0 0.0 1:29.48 pdflush
8 root 15 0 0 0 0S 0.0 0.0 1:01.23 kswapdO
9 root 10 -10 0 0 0S 0.0 0.0 0:00.00 aio/O
10 root 19 0 0 0 0S 0.0 0.0 0: 00. 00 scsi_eh_0
11 root 15 0 0 0 0S 0.0 0.0 0: 00. 00 kseri od
127 root 16 0 1412 572 1360 S 0.0 0.2 0:03.24 syslogd
129 root 16 O 1344 464 1312 S 0.0 0.1 0:00.02 klogd
134 daenon 19 0O 1436 404 1388 S 0.0 0.1 0: 00. 00 portnmap
136 root 16 0 1380 516 1352 S 0.0 0.2 0:00.03 inetd

In the t op output, the PR column lists the kernel's current schedule priority for the process. The higher the
number, the less likely the kernel is to schedule the process if others need CPU time. The schedule priority
changes frequently during program execution according to the amount of CPU time that the process
consumes.

The schedule priority alone does not determine the kernel's decision to give CPU time to a process. Next
to the priority column is the nice value (the NI column), a hint for the kernel's scheduler. This is what you
care about when trying to influence the kernel's decision. The kernel adds the nice value to the current
priority to determine the next time slot for the process. By default, the nice value is 0. If you want a certain
process to take a backseat to other processes, running only when the other tasks have nothing to do, you
can change the nice value to 19 with the r eni ce command (where pi d is the process ID of the process

that you want to change):

renice 19 pid

This comes in handy when you're running some big computation in the background and don't want it to bog
down your interactive session.

If you're the superuser, you can set the nice value to a negative number, but this is almost always a bad
idea because system processes may not get enough CPU time. In fact, you likely won't need to alter nice
values much because most Linux systems have only a single user, and that user does not perform much
real computation. The nice value was much more important in the days when there were many users on a
single machine.



4.10Monitoring System Performance

Most Linux systems behave well under a distribution's default settings, and you can spend hours and days
trying to tune your machine's performance without attaining any meaningful results. Sometimes
performance can be improved, though, and this section concentrates primarily on memory and processor
performance, and looks at how you can find out if a hardware upgrade might be worthwhile.

The two most important things that you should know about performance on your system are the load
average and the system's swap/page fault behavior. The load average is the average number of processes
currently ready to run. The upt i me command tells you three load averages in addition to how long the
kernel has been running:

up 91 days, ... |load average: 0.08, 0.03, 0.01

The three numbers here are the load averages for the past minute, 5 minutes, and 15 minutes. As you can
see, this system isn't very busy, because the processor has been running at 1 percent capacity for the past
quarter hour (because the last number is 0.01). Most systems exhibit a load average of 0 when you're
doing anything except compiling a program or playing a game. A load average of 0 is usually a good sign,
because it means that your processor isn't even being challenged, and you're saving power by not running
a silly screensaver.

If the load average is around 1, it's not necessarily a bad thing; it simply means that the processor has
something to do all of the time — you can find the process currently using most of the CPU time with the

t op command. If the load average goes up near 2 or above, multiple processes are probably starting to
interfere with each other, and the kernel is trying to divide the CPU resources evenly. (Unless, of course,
you have two processors, in which case, a load average of 2 means that both processors have just enough
to do all of the time.)

A high load average does not necessarily mean that your system is having trouble. A system with enough
memory and I/O resources can easily handle many running processes. Don't panic if your load average is
high and your system still responds well. The system is just running a lot of processes. The processes
have to compete with each other for the CPU, and therefore, they will take longer to do their computation
than they would if there were one CPU for each process, but there's nothing to worry about.

However, if you sense that the system is slow and the load average is high, you're probably running into
memory problems. A high load average can result from the kernel thrashing, or rapidly swapping
processes to and from swap space on the disk. Check the f r ee command or/ pr oc/ memi nf o to see how
much of the real memory is being used for buffers. If there isn't much buffer memory (and the rest of the
real memory is taken), then you need more memory.

A situation where the kernel does not have a piece of memory ready when a program wants to use it is
called a page fault (the kernel breaks memory into small chunks called pages). When you get a lot of page
faults, it bogs the system down because the kernel has to work to provide the pages, robbing normal
processes of their chance to run.

Thevnst at command tells you how much the kernel is swapping pages in and out, how busy the CPU is,
and a number of other things. It is probably the single most powerful memory-performance monitoring tool
out there, but you have to know what the output means. Here is some output from virst at 2, which
reports statistics every two seconds:

procs nmenory swap io system cpu

r-bw swd free buff cache si So bi bo in cs us sy id
2 0 0 145680 3336 5812 89496 1 1 2 2 2 2 2 0 0
0 0 0 145680 3328 5812 89496 O 0 0 0 102 38 0 0 99
0 0 0 145680 3328 5812 89496 O 0 0 42 111 44 1 0 99
0 0 0 145680 3328 5812 89496 O 0 0 0 101 35 0 1 99

The output falls into categories: pr ocs for processes, menory for memory usage, swap for the pages
pulled in and out of swap, i o for disk usage, syst emfor the number of times the kernel switches into
kernel code, and cpu for the time used by different parts of the system.

The preceding output is typical for a system that isn't doing much. You need to ignore the first line of



numbers because it's incomplete and doesn't make sense. Here, the system has 145680KB of memory
swapped out to the disk (swpd) and 3328KB of real memory f r ee, but it doesn't seem to matter, because
thesi and so columns report that the kernel is not swapping anything in or out from the disk. (In this
example, Mozilla is taking up extensive residence on the swap partition. Mozilla has a habit of loading a lot
of stuff into memory when it is started, never bothering to actually use it.) The buf f column indicates the
amount of memory that the kernel is using for disk buffers.

On the far right, you see the distribution of CPU time, under us,sy, and i d. These are the percentages of
time that the CPU is spending on user tasks, system (kernel) tasks, and idle time. In the preceding
example, there aren't too many user processes running (using a maximum of 1 percent of the CPU), the
kernel doing practically nothing, while the CPU is sitting around doing nothing 99 percent of the time.

Now, watch what happens when a big, nasty program starts up sometime later (the first two lines are right
before the program runs):

procs menory swap io system cpu

r b wswod free buff cache si so bi bo in cs us sy id
1 0 0 140988 4668 7312 58980 O 0 0 0O 118 148 0 0 100
0 0 0 140988 4668 7312 58980 O 0 0 0O 100 31 O O 99
1 00 140988 3056 6780 58496 6 14 1506 14 174 2159 23 5 72
1 10 140988 3304 5900 58364 32 268 100 268 195 2215 41 5 53
0 0 0 140988 3496 5648 58160 88 0 250 0O 186 573 4 6 89
1 0 0 140988 3300 5648 58248 O 0 38 0 188 1792 11 6 83
2 3 0 140988 3056 4208 59588 42 14 2062 14 249 1395 20 6 74
2 1 0 140464 3100 2608 65416 16 96 2398 176 437 713 3 11 85
4 0 0 140392 3180 2416 69780 0 14 4490 14 481 704 1 5 94
2 2 0 140392 3056 2428 73076 106 0 7184 68 549 1173 0 9 90
2 1 0 141176 4072 2112 81544 28 220 7314 252 514 1748 20 19 61
1 2 0 141636 3056 1892 87012 0 1960 3532 1974 504 1054 2 7 91
3 0 0 145960 3056 1876 89864 0 3044 1458 3056 490 876 1 6 092

The CPU starts to see some usage for an extended period, especially from user processes. The amount of
buffer space starts to deplete as the new program requires new pages, and the kernel starts to kick pages
out into swap space (the so column) to make space. Unfortunately, as the kernel does this, it has to wait
for the disk to do its work, and the CPU sits idle while processes block (the b column), because they also
have to wait for the memory pages that they need. You can see the effects of swapping all over the output
here; more memory would have fixed this particular problem.

This section hasn't explained all of the virst at output columns. You can check on them in the vmstat(8)
manual page, but you may have to learn more about operating systems first from a class or a book like
Operating System Concepts [Silberschatz]. However, try to avoid getting really obsessed with
performance. If you're trying to squeak 3 percent more speed out of something and you're not working on a
huge computation, you're probably wasting your time.



4.11Running Commands as the Superuser

Before you see any more system commands, you should learn more about how to run commands as the
superuser. You probably already know that you can run the su command and enter the root password to

start a root shell. This practice works, but it has these disadvantages:
= You have no record of system-altering commands.
= You have no record of the users who performed system-altering commands.
= You don't have access to your normal familiar shell environment.
= You have to type the root password.

Most larger workstation installations employ a package named sudo to allow administrators to run
commands as root when they are logged in as themselves. For example, if you want to use vi pwto edit
the/ et ¢/ passwd file, you could do it like this:

sudo vi pw

When you run this command, sudo logs this action with the syslog service under the local2 facility, so that
you have a record of what you did.

Of course, the system doesn't let just any user run commands as the superuser; you must configure the
privileged usersinthe / et ¢/ sudoer s file. As it turns out, sudo has a great many options (that you'll
probably never use), and the side effect of this is that the / et ¢/ sudoer s file has a somewhat
complicated syntax. Here is an example file that gives user 1 and user 2 the power to run any command

as root without having to enter a password:

User _Alias ADM NS = userl , user2
ADM NS ALL = NOPASSWD: ALL

root  ALL=(ALL) ALL

The first line defines an ADM NS user alias with the two users, and the second line grants the privileges.
TheALL = NOPASSWD: ALL part means that the users in the ADM NS alias can use sudo to execute
commands as root. The second ALL means "any command.” The first ALL means "any host" (if you have
more than one machine, you can set different kinds of access for each machine or for groups of machines,
but this book will not explain that feature).

Ther oot ALL=(ALL) ALL simply means that the superuser may also use sudo to run any command on
any host. The extra (ALL) means that the superuser may also run commands as any other user. You can
extend this privilege to the ADM NS users by changing the / et ¢/ sudoer s line shown earlier to this:

ADM NS ALL = (ALL) NOPASSWD: ALL

Note Use the vi sudo command to edit / et ¢/ sudoer s. This command checks for file syntax errors
after you save the file.

That's all you need to know about sudo for now. If you need its more advanced features, consult the
sudoers(5) and sudo(8) manual pages.

4.11.1Real UID and Effective UID

When changing user IDs with programs like sudo, keep in mind that there is more than one active user ID
in a running program. The ID that controls your access rights is the effective user ID. When you run a

set ui d program, Linux sets the effective user ID to the program's owner during execution, but it keeps
your original user ID in what is called a real user ID.



There is an additional saved user ID that is set to the program's owner when you run a set ui d program.

The idea is that a process can switch its effective user ID to the real or saved user ID during execution to
perform different tasks as different user IDs.

The reason that you might see different user IDs is that, by default, sudo changes the real user ID along

with the effective and saved user IDs. Some programs don't like to have a real user ID of root. If you do
not want sudo to change the real user ID, add this line to your / et ¢/ sudoer s file:

Defaul ts stay_setuid



Chapter 5: Configuring Your Network

Overview

Networking is the practice of sending data from one computer to another computer. For a simple
connection to the Internet, you need to do the following:

= Connect a network interface on your machine to a network
= Define a gateway to the rest of the Internet
= Show your machine how to resolve hostnames

Unfortunately, there are so many different kinds of networks that there is no one simple formula to get your
system talking to the rest of the world. For Ethernet connections with a static (fixed) IP address, a separate
command or file performs each of the preceding steps. However, DHCP (Dynamic Host Configuration
Protocol) configurations and PPP (Point-to-Point Protocol) connections use different configuration
schemes. This chapter begins with setting up static Ethernet interfaces because they are easy to
understand, and then it moves on to DHCP and PPP, including DSL (Digital Subscriber Line) and PPPoE
(PPP over Ethernet) connections.

After you know how to connect your machine to a network, you're ready to move on to more advanced
topics, such as building your own networks and configuring firewalls, described later in this chapter.



5.1Network Layers

If you really want to understand Linux network configuration, you must be able to distinguish each layer in
the network. Here are the layers in the Internet, from the top level to the bottom level:

Application Layer Contains the "language” that applications and servers use to communicate;
usually a protocol of some sort. Common application layer protocols include Hypertext Transfer
Protocol (HTTP, used for the World Wide Web), Secure Shell (SSH), and the File Transfer Protocol
(FTP).

Transport Layer Defines the data transmission characteristics of the application layer. This is host-
specific information, and it includes data-integrity checking, source and destination ports, and
specifications for breaking application data into packets. TCP (Transmission Control Protocol) is the
most common transport layer protocol.

Internet Layer Defines how to move packets from the source host to the destination host. The
particular packet-transit rule set for the Internet is known as IP (Internet Protocol). This is sometimes
called the network layer.

Host-to-Network Layer Defines how to send packets from the Internet layer across the physical
medium, such as Ethernet or a modem. This is sometimes called the physical layer.

This may sound overly complicated, but it's important that you understand it, because your data must
travel through these layers twice before it reaches its destination. Your bytes leave the application layer on
the source host, then go down to the physical medium, across the medium, and then up again to the
application layer on the destination host.

Unfortunately, the layers sometimes bleed in strange ways, and terms like TCP/IP reflect the integration.
The distinction is only getting more vague — in particular, devices that once only dealt with the Internet
layer now sometimes look at the transport layer data to determine where to send data.

To connect your Linux machine to the network, you need to concentrate on the Internet and host-to-
network layers, so let's get straight to them. If you want to know a lot more about layers (and networks in
general), look at Computer Networks [Tanenbaum].

Note You have heard of another set of layers known as the ISO OSI (Open Systems Interconnection)
Reference Model. This is a seven-layer network model often used in teaching and designing
networks, but this book does not cover the OSI model because it is of little practical use for
understanding how Linux Internet networking works.



5.2The Internet Layer

The Internet as we know it is based on the Internet Protocol, version 4 (IPv4). The basic idea is that each
computer on the Internet has a numeric IP address in the form of a.b.c.d, where a and d are one-byte
numbers from 1 to 254, and b and c are one-byte numbers from 0 to 255. Technically, an IP address is just
a four-byte (32-bit) number, but it's usually easiest to deal with the address as a dotted-quad sequence of
decimal numbers, like 10.23.2.37, instead of something ugly like the hexadecimal 0x0A170225.

Asubnet is a group of IP addresses in some (hopefully) regular order. For example, the hosts between
10.23.2.1 and 10.23.2.254 could comprise a subnet, or all of the hosts between 10.23.1.1 and
10.23.255.254 could also be a subnet.

Subnets are important because they determine how your packets move between different machines. To
communicate with another computer, your machine must know that other computer's IP address. If the
destination is on your local area network's subnet, your system can send the data directly to that host, but
if not, your machine probably has to send it to a gateway (or router) that transmits your data across
another network on its way to the final destination.

5.2.1More on Subnets

Asubnet mask defines a subnet; for example, the subnet mask for 10.23.2.1- 10.23.2.254 is
255.255.255.0. In pure binary form, the mask "covers" the bits in an address that are common to the
subnet. For example, here are the binary forms of 10.23.2.0 and 255.255.255.0:

10.23.2.0: 00001010 00010111 00000010 00000000
255. 255. 255. 0: 111111171 11111111 11111111 00000000

Now, let's "cover" the bits in 10.23.2.0 with the 1sin 255.255.255.0 by marking these bits in bold:

10. 23. 2. 0: 00001010 00010111 00000010 00000000

Look at the bits that aren't in bold. You can set any number of these bits to 1 to get a valid IP address in
this particular subnet (with two exceptions: all Os and all 1s).

Putting it all together, you can see that a host computer with an IP address of 10.23.2.1 and a subnet mask
of 255.255.255.0 can directly communicate with other computers that have IP addresses beginning with
10.23.2 (to talk to the rest of the Internet, your computer needs to use a gateway). You can denote this
entire subnet as 10.23.2.0/255.255.255.0.

If you're lucky, you will deal only with easy subnet masks like 255.255.255.0 or 255.255.0.0, but you may
be unfortunate and encounter stuff like 255.255.255.192, where it isn't quite so simple to determine the set
of addresses that belong to the subnet. It helps to know that 192 is 0xCO in hexadecimal, from which you
should be able to figure out what addresses belong to such a subnet. If you aren't familiar with conversion
between decimal, binary, and hexadecimal formats, you should probably learn now. The dc (desk
calculator) program has excellent facilities for converting between different radix representations.

A common shorthand for subnet masks is to identify the number of bits at the start of the subnet mask that
have a value of 1. For example, 255.255.255.0 contains 24 1-bits to start the 32-bit sequence, so you can
write the earlier example of 10.23.2.0/255.255.255.0 as 10.23.2.0/24. Table 5-1 shows several example
subnet masks.

Table 5-1: Subnet Masks

‘ Long Form ‘ Short Form
\255.0.0.0 \8

‘ 255.255.0.0 ‘ 16

\ 255.240.0.0 \ 12

\ 255.255.255.0 \ 24

‘ 255.255.255.192 ‘ 26




Therefore, to specify 10.0.0.0/255.0.0.0, you can use 10.0.0.0/8.



5.3Basic ICMP Tools

Before you configure your network devices, you should learn how to use some ICMP (Internet Control
Message Protocol) tools. ICMP packets help you root out problems with connectivity and routing.

pi ng (see http://ftp.arl.mil/~mike/ping.html) is one of the most basic network debugging tools. It sends
ICMP echo request packets to a host. If the host gets the packet and feels nice enough, it sends an ICMP
echo response packet in return.

Let's say that you run pi ng 10. 1. 2. 21 and you get this output:

PING 10.1.2.21 (10.1.2.21): 56 data bytes

64 bytes from 10.1.2.21: icnp_seq=0 ttl =255 tine=8.0 ns
64 bytes from 10.1.2.21: icnp_seq=1 ttl=255 tinme=3.2 ns
64 bytes from 10.1.2.21: icnp_seq=2 ttl=255 time=3.4 ns
64 bytes from 10.1.2.21: icnp_seq=4 ttl =255 tine=3.4 ns
64 bytes from 10.1.2.21: icnp_seq=5 ttl =255 tine=3.2 ns

The most important parts of the output are the i cnp_seq number and the round-trip time. pi ng sends a
sequence of echo request packets, one every second.

Notice that there's a gap between 2 and 4 in this example. This usually means that there's some kind of
connectivity problem. It is possible to get packets out of order, but if this happens, there's still some kind of
problem because pi ng sends only one packet a second. If a response takes more than a second to arrive,
the connection is extremely slow.

The round-trip time is the total elapsed time between the moment that the request packet was transmitted
and moment that the response packet arrived. If there are incomplete routes between the request source
and the destination, pi ng immediately reports the ICMP "host unreachable" packets that come back as a
result of the disconnection.

On a wired LAN, you should expect absolutely no packet loss and very low numbers for the round-trip time
(the preceding example output is from a wireless network). You should also expect no packet loss from
your network to and from your ISP, as well as reasonable, steady round-trip times.

Sadly, not all hosts on the Internet respond to ICMP echo request packets as they once did. Therefore, you
may come across situations where you can connect to a Web site on a host, but not get a pi ng response.

Another useful ICMP-based program is t r acer out e; it will come in handy when you reach the material
on routing later in the chapter. Use t r acer out ehost to see the exact path your packets take to a remote
host. One of the best things about t r acer out e is its reporting of return-trip times at each step in the
route, as demonstrated in this output fragment:

4 206.220.243.106 1.163 ms 0.997 ns 1.182 ns

5 4.24.203.65 1.312 ms 1.12 ns 1.463 ns

6 64.159.1.225 1.421 ms 1.37 ns 1.347 ns

7 64.159.1.38 55.642 ms 55.625 ns 55. 663 ns

8 209.247.10.230 55.89 ms 55.617 nms 55.964 ns
9 209.244.14.226 55.851 nms 55.726 ns 55.832 ns
10 209.246.29.174 56.419 ns 56.44 nms 56.423 ns

Because this output shows a big latency jump between hop 6 and hop 7, that part of the route is probably
some sort of long-distance link.

You can put these ICMP tools to use when setting up a working network interface, as the next few sections
will show you how to do.


http://ftp.arl.mil/~mike/ping.html

5.4Configuring Interfaces and the Host-to-Network Layer

On a Linux system, you connect the Internet layer to the physical medium, such as an Ethernet network or
a modem-based connection, with a networkinterface. Common network interface names are et h0 (the
first Ethernet card in the computer) and pppO (a PPP interface).

The most important command for viewing or manually configuring the network interface settings is
i fconfi g. To see your current interface's settings, run this command:

ifconfig -a

You do not need the - a in Linux, but other Unix variants require this option. The output should look
something like this:

et hO Li nk encap: Et her net Hwaddr 00: 40: 05: AO: 7F: 96
i net addr:10.1.2.2 Bcast: 10. 1. 2. 255 Mask: 255. 255. 255. 0
UP BROADCAST RUNNI NG MULTI CAST MIU: 1500 Metric:1
RX packets: 806961 errors: 1 dropped: 0 overruns:0 frane: 0
TX packets: 811658 errors: 0 dropped: 0 overruns: 0 carrier:0
collisions:0
RX bytes: 726765161 (693.0 M) TX bytes: 110229902 (105.1 M)

o Li nk encap: Local Loopback
i net addr:127.0.0.1 Mask: 255.0.0.0
UP LOOPBACK RUNNI NG MrU: 16436 Metric:1
RX packets: 44 errors: 0 dropped: 0 overruns: 0 frame: 0
TX packets: 44 errors: 0 dropped: 0 overruns: 0 carrier:0
collisions:0
RX bytes: 3569 (3.4 Kb) TX bytes: 3569 (3.4 Kb)

The left side contains interface names, and the right side contains the settings for each interface. You can
see that each interface has an IP address (i net addr) and a subnet mask (Mask), but you should also
take careful note of the lines containing UP and RUNNI NG, because these tell you that the interface is
working.

Thel o interface is a virtual network interface that is called the loopback because it "loops back" to itself.
127.0.0.1 is the IP address of localhost, so connecting to this address is the same as connecting to the
machine that you're currently using.

Your system callsi f conf i g from one of itsi ni t . d scripts at boot time to configure the | o loopback
interface. It's the only part of the network that is actually the same on any Linux machine, so it's a great
place to start when you're trying to figure out how your particular distribution sets up networks. For
example, in Red Hat Linux, each network interface has a script in / et ¢/ sysconfi g/ net wor k-

scri pts. You should be able to find the loopback device configuration by digging around in / et ¢ with
grep ifconfig.

If you have a static IP address on an Ethernet interface, your system's boot sequence should set up the
interface in a manner very similar to the loopback. However, you can manually configure an IP address
and netmask for an Ethernet network interface named et hO with this command:

i fconfig ethO address netmask mask

The preceding command allows your machine to talk to every other host in the subnet defined by
addr ess and mask, but it does not let you go beyond the subnet, because you have not supplied a default

gateway (gateways will be explained in the next section).

If you do not connect your system to the network with a static IP address on an Ethernet network, but
rather, have a link such as a PPP or PPP-over-Ethernet (PPPoE) DSL connection, or if you use DHCP to
get host information, you do not configure your interface with i f confi g (see Sections 5.7,5.8, and 5.9 for
those cases). However, even with those other types of connections, i f confi g - a isvery useful for



debugging.



5.5Configuring a Default Gateway
In the previous section, you saw how to manually configure an Ethernet network interface with a particular

address and mask. You can connect to networks outside your subnet by adding a default gateway to your
kernel's IP routing table with this command:

route add default gw gw address

Thegw- addr ess parameter is the IP address of your default gateway; it must be an address in a locally
connected subnet defined by the addr ess and mask settings of your network interface (as described in

theprevious section). If you have a static IP address, a default route setting usually goes along with an
i f confi g command in your boot sequence. For other kinds of connections, other programs usually set
the default route.

To view the current default route, run this command:

route -n

The output should look something like this:

Kernel 1P routing table

Destination Gat enay Genmask Fl ags Metric Ref Use |face
10.1.2.0 0.0.0.0 255.255.255.0 U 0 0 0 ethO
0.0.0.0 10.1.2.1 0.0.0.0 UG 0 0 0 ethO

Thei f conf i g command that configured the et hO network interface in this example added the first route
line. However, the last line is the default gateway, because it has a netmask of 0.0.0.0, which allows the
host to reach all other hosts on the Internet. The gateway's IP address is 10.1.2.1, and you can see that
you reach that gateway through the et hO network interface.

If you mistype a gateway address when adding a route, you cannot attach another gateway until you delete
the erroneous entry. To remove the current default gateway, run this command:

route del -net default

Figure 5-1 on the next page shows a typical local area network with a gateway, or router. The subnet is
10.1.2.0/255.255.255.0 with a default gateway of 10.1.2.1. Each IP address represents a network interface,
as does the uplink IP on the gateway. If you do not run the gateway, you do not need to worry about its
uplink — for example, if you are configuring a host with an IP address of 10.1.2.4, you need only know that
10.1.2.1 is the local IP address on the gateway.

|‘Sdm'|' 10.1.2.0/255.255.255.0

| | | ]

10.1.2.4 10.1.2.20 10.1.2.132 18.1.2.1
Host Host Host Gateway
Uplink 1P

>

Figure 5-1: A typical local area network with an Internet link.

Note If your netmask is 255.255.255.0, your router is probably at node 1 of the subnet (for example,
10.1.2.1 in 10.1.2.0/255.255.255.0). This is convention, not necessarily reality.

A properly configured default gateway allows you to connect to the rest of the world. However, you still



need to know how to convert common names, or hostnames, to IP addresses.



5.6Resolving Hostnames

The last bit of configuration for a simple network connection is hostname resolution. Simply put, your
computer needs to know how to translate a name such as www.example.com to an IP address. Without
this capability, your Internet connection is practically worthless — no one in their right mind advertises IP
addresses for Web sites and email addresses, partly because a host's IP address is subject to change, but
also because it's not easy to remember a bunch of numbers.

The most basic way to do this mapping is with the / et ¢/ host s file, which looks like this:

127.0.0.1 | ocal host
10.1.1.3 atl anti c. aen¥. net atlantic
10.1.1.4 paci fi c. aenv. net pacific

In the bad old days, there was one central host s file that everyone repeatedly copied to their own
machine to stay up to date. This might have worked for a handful of machines, but as the
ARPANET/Internet grew, this quickly got out of hand. The Domain Name System (DNS) decentralized
hostname resolution. The idea is that your machine's resolver (in the C library) asks a nameserver for the
IP address corresponding to a hostname. If the nameserver does not know, it can find out who is
responsible for that name and ask for the IP address from the responsible party's nameserver. If you do
not already know the DNS server addresses that your ISP uses, ask your provider for them.

Let's say that your ISP's nameserver addresses are 10.32.45.23 and 10.3.2.3. Put the servers in your
system's/ et ¢/ resol v. conf file like this:

search nydonai n. exanpl e. com exanpl e. com
nameserver 10.32.45.23
naneserver 10.3.2.3

Thesear ch line in the preceding example asks the resolver to look for the IP address of
host . mydonmai n. exanpl e. com and for host . exanpl e. comif you ask for an incomplete domain
namehost that does not resolve on the first attempt.

For a simple network configuration where you do not have control of your own nameserver, there is little
else to know about DNS except how to make sure that your machine's hostname resolution works. To
verify this, type host known_name where known_nane is some Internet name that you know exists

(such as www.example.com). The output should be something like this:

known_nanme has address 10.218.44.5

You should also be able to look up a hame based on its IP address with host addr ess. If the address
owner is doing their part, you should get the hostname corresponding to addr ess, but DNS administrators
often do not configure their servers to return these hostnames. Furthermore, the mapping of hostname to
address is not one-to-one; you can have many hostnames for a single address.

Before moving on, take a look at/ et ¢/ nsswi t ch. conf. It should have a line like this:

host s: files dns

Puttingf i | es ahead of dns here ensures that your system checks the / et ¢/ host sfile for the hostname
of your requested IP address before asking the DNS server. This is usually a good idea (especially for
looking up localhost), but your / et ¢/ host s file should be as short as possible. Don't put anything in there
because you want to boost performance; it will burn you later. You can put all the hosts within a small
private LAN in / et ¢/ host s, but the general rule of thumb is that if a particular host has a DNS entry, it
has no placein/ et c/ hosts.

Note The/ et ¢/ host s file is also useful for resolving hostnames in the early stages of booting, when
the network may not be available.



DNS is a fairly broad topic, and if you have any responsibility for domain names, have a look at DNS and
BIND [Albitz].



5.7Using DHCP Clients

The Dynamic Host Configuration Protocol (DHCP) allows a host to get its IP address, subnet mask, default
gateway, DNS servers, and other information from the network, so that you don't have to type these
parameters by hand. Network administrators like DHCP because users don't have to nag them for IP
addresses when they want to connect to the network.

Likei f confi g, DHCP works on a network interface name. All Linux distributions have a network interface
setup option for DHCP, so if you don't feel like digging around to try to find out what file controls the
interface settings, it's all right to let your distribution's setup program do the work.

When your machine asks a DHCP server for an IP address, it is really asking for a lease on an address for
a certain amount of time. When the lease is up, your machine can ask to renew the lease.

Most distributions use the ISC (Internet Software Consortium) dhcl i ent program to request and retrieve
IP address information from a DHCP server. To get a lease, you can run dhcl i ent by hand on the
command line, but before doing so you must remove any default gateway route. Once you have done that,
you can request an IP lease by running the following command:

dhcl i ent ethO

dhcl i ent stores its process ID in/ var/ run/ dhcl i ent . pi d and its lease information in
[var/state/dhclient.|eases.

Red Hat Linux versions 7 and earlier use a program called punp instead of dhcl i ent . You can run it with
punp -i interface, but you may want to consider getting dhcl i ent from ISC or as an RPM.



5.8PPP Connections

So far, you have seen Internet connections based on a local area network (LAN) and a default gateway on
that network. However, if you have a modem and telephone line to connect to the Internet, you cannot use
the same host-to-network layer interfaces described in previous sections because your connection does
not run over the Ethernet physical medium.

The most popular standard for single-machine Internet connectivity with a modem is PPP (Point-to-Point
Protocol). Although PPP is a very flexible protocol, its main use is to connect one machine without a direct
IP connection to second machine (a PPP server) that has one, with the second machine possibly asking
the first for a username and password along the way.

When you dial up and register with a PPP server, the server gives you your own IP address and tells you
about its IP address. After the connection initiates, the PPP software on your machine knows how to reach
the server's IP address, and the server knows how to reach your machine's IP address. To reach the rest
of the Internet, you set the default gateway to the server's IP address and let the server do the rest. Figure
5-2 shows the link between your local IP address and the server's IP address. As with the routers in LANSs,
you do not need to worry about the server's uplink IP address.

Local IP -4lekh Remote IP

Client Server
Uplink IP
Internet

Figure 5-2: A typical PPP link.

Although it's nice to know how this process works, you are probably more interested in actually getting a
connection to work. Specifically, you want to know the answers to these questions:

= How do | get my modem to dial the server's number?
» Where do | put my username and password?
= How do | start and stop a network interface like ppp0?

The key to the whole messis a pppd, a system daemon that acts as an intermediary between a serial port
on your machine and a PPP network interface such as ppp0. To set up everything, you need to do four
things:

1. Verify that your serial port, modem, and login (username and password) work.
2. Create an options file in/ et ¢/ ppp/ peer s containing configuration options.
3. Create a chat script to make your modem dial out (and possibly log in).

4. Set up Password Authentication Protocol (PAP) or Challenge Handshake Authentication Protocol
(CHAP) user authentication if necessary.

These four steps are explained in the following sections. If your distribution's dial-up configuration tool

works for you, it may not be worth your while to read through these sections. However, if you don't read
through them, at least runi f conf i g when you're connected to see what the PPP interface name is,

because you may need it later in the chapter for Network Address Translation (NAT) or firewalling.

5.8.1Testing Your Serial Port and Modem

Before you start with the full pppd setup, you should use ni ni comto make sure that your modem works



and that you can initiate a PPP connection. Modems talk to your computer through serial port devices, so
the first thing you need to do is determine the serial port that your modem is connected to.

Note Don't try to use a Winmodem with Linux. See Section 17.2.4.

As mentioned in Section 2.3.2, Linux serial port devices are at / dev/ttyS*. If you're having problems,
it's best to check your boot messages as described in Section 4.1 to see if the modem setup looks right
and to verify that you're using the correct serial port device. In addition, you can run cat

/ proc/ioports for more port statistics. Most modern hardware and kernels actually recognize the
hardware configuration correctly, but if you have extra serial ports on different hardware interrupt numbers
(IRQs), you may need to run set seri al to specify the hardware parameters that the serial port uses. For
example:

setserial /dev/ttyS3 irq 5

See the setserial(8) manual page for more options and a good overall explanation of serial ports.

Now you can get down to the business of checking the connection to the dial-up server with these steps:
1. Configure the baud rate, serial port, and other m ni comsettings with this command:

m ni com -s

2. After choosing your settings, exit the configuration menu. m ni comthen attempts to connect to the
serial port.

3. Upon success, you should be able to enter AT commands. Test it by typing AT and then pressing
ENTER. You should get CK as a response. If you're having trouble, skip to step 7 and then back to
step 1.

4. Reset your modem (thatis, clear its volatile data) and dial your ISP's number by typing these two
modem commands:

atz
at dt nunber

5. Your modem should connect with a CONNECT message. W ait five or ten seconds after you see the
CONNECT message. You're looking for "garbage" like this:

~y}#AL}I}} 1B & )

If you get this junk immediately after you see the CONNECT message, you've got a PPP connection,
and furthermore, you probably need to use the PAP or CHAP authentication system when dialing
up. Make a note of this and skip to the last step.

6. If you get something like User nane: instead, type in your username (and password, if necessary).
After logging in, keep going (you might need to type ppp or something similar) until you get the
"garbage" mentioned in the previous step. In this case, you probably do not need to use PAP or
CHAP.

7. Exitm ni comby pressing CONTROL-A, then x. If mi ni comhangs when you're trying to exit, you

can wait a little while to see if it times out, or you can be impatient, open another window, and use
kill -KILL onthem ni comprocess.

When interacting with the modem and remote server, take careful notes of all the settings you used, what
you had to type, and the responses you got back. You'll need this information to write a chat script.

5.8.2Starting pppd with Options Files

Now that you know how to log in to your ISP's server manually, you can create a configuration file
containing the same connection settings you used with m ni com - s. This allows you to make pppd dial
the telephone number automatically.



Pick a name for the ISP and create an options file called / et c/ ppp/ peer s/ nane, with the following
lines:

ttyS1 115200 crtscts

connect '/usr/sbin/chat -v -f /[etc/ppp/chat-nane’
noaut h

defaul troute

nru 1500

The first line specifies the modem device, the CPU-to-modem speed, and the hardware flow control. You
will read about these options in Section 5.8.5. Don't bother to tweak anything yet; for now, just make sure
that your pppd can start properly.

Now make a chat file named/ et ¢/ ppp/ chat - name. This chat file determines the connection

commands sent through the serial line and the responses that you expect from your ISP. For now, just fill it
with the following lines, where nunber is your ISP's telephone number:

ABORT "NO CARRI ER'

ABORT BUSY

"tATZ K
ATDTnunber CONNECT

Try to establish a connection by starting pppd with this command:

pppd call nane

Monitor the progress by looking at your system log. The pppd syslog facility name is daemon, so the log
information is probably in/ var /| og/ daenon. | og or something similar. However, the chat program
used for initializing the modem connection may use a different facility, such as local2.

You should get messages like this in your log file:

Jul 29 18:40:46 m kado pppd[ 634]: pppd 2.4.1 started by root, uid O
Jul 29 18:40:47 m kado chat[635]: [chat nessages]

Jul 29 18:40:47 mi kado pppd[634]: Connect script failed

Jul 29 18:40: 48 m kado pppd[634]: Exit.

Take a careful look at the chat messages. They should tell you if the modem is dialing up, and if it gets
an answer and connection from the remote server.

Even if the preceding connection settings work so far, expect the configuration to fail because you haven't
supplied a username and password. Watch the failure in the log carefully, because it tells you how to
proceed. For example, if the log file says Connect script fail ed asinthe preceding example, then
you have a problem with the dial-up portion (in addition to not having supplied a username and password).

In particular, look out for these types of failures:

= |/O errors happen when your serial port and modem are not set up correctly. Double-check the first
line of the options file to make sure it matches the settings that you verified earlier with m ni com

» If the remote system uses PAP or CHAP, expect an authentication error. Skip to Section 5.8.4 to see
how to configure PAP and CHAP.

= Timeouts generally go along with incomplete chat scripts. Proceed to the next section to see how to
finish your script.

= Badchat output, such as NO CARRI ER and BUSY, are signs of telephone line problems. Double-
check the ISP's telephone number.

To stop a PPP daemon after it finishes its chat sequence, use the following command, substituting the
appropriate network interface name if yours is not pppO:



kill “cat /var/run/ppp0.pid

5.8.3Chat Scripts

Achat script is a file containing commands that go out through the serial line and responses that you
expect to receive from the serial line (the responses come from the modem or ISP, depending on the
current stage of the dial-up process). Recall this chat script line from the previous section:

ATDTnunber CONNECT

This means that the chat program should dial with the ATDTnunber modem command and expect a
response of CONNECT. After receiving a CONNECT response, chat moves to the next thing in the chat file.
After stepping through the entire file, and assuming that everything goes as anticipated, chat returns
success and pppd proceeds with a PPP connection.

The details of your chat script depend on your ISP, and you should be armed with the information you got

inSection 5.8.1 before trying to complete your script. However, here is a script that works for most service
providers that use Cisco equipment (where user nane is your username and passwor d is your password):

ABORT "NO CARRI ER"
ABORT BUSY

"tOATZ OK
ATDTnunber CONNECT
""" ernane:

user name ssword:

\ gpassword >

ppp

TheABORT keywords and strings at the top of the script cause chat to exit with an error if it encounters
one of those strings. In addition, \ gst ri ng tells chat not to send stri ng tosysl ogd. In this case, it
tellschat not to send passwor d to sysl ogd when making a record of the connection.

Remember that if you use PAP or CHAP, your chat script likely should not contain any username or
password information. However, if your chat script does contain username and password details (like the

preceding script), you should be mostly done after you finish the script — try to verify the connection with
i fconfig -a, and try to access the Internet. If everything works, skip to Section 5.8.5 for information on

how to tweak your options file.

Note For more information on chat , see the chat(8) manual page.

5.8.4PAP and CHAP
Many dial-up ISPs require that logins use PAP (Password Authentication Protocol) or CHAP (Challenge

Handshake Authentication Protocol). If your ISP has such a requirement, get started by adding the
following entry for your username to the end of the / et ¢/ ppp/ peer s/ nane options file from Section

5.8.2:

nanmeuser nane

Warning Don't put r equi r e- pap in your options file. This option is primarily for running a PPP
gateway; it requires the remote system to authenticate with your system.

PAP

If your ISP uses a PAP server, edit / et ¢/ ppp/ pap- secrets. The linesin that file have this format:

your _host nane remot e_host nane password i p_address



The references to hostnames are primarily for use by PPP servers. For a simple client machine, you can
put this in pap- secrets:

user nanme * password *

The* means to accept any remote hostname. Don't bother with the IP address, either, because the server
should give you one.

The preceding instructions will work if you have only one ISP. However, if you have multiple ISPs, do the
following for each:

1. Pick a name for the ISP (i sp_namne).

2. Add the following line to the ISP's options file in / et ¢/ ppp/ peers:

r enot enanei sp_nane

3. Add the following to your pap- secr et s file:

user nane i sp_nane password *

CHAP

If you run into a CHAP server, proceed as you would with a PAP server and multiple ISPs, but enter the
username and password into / et ¢/ ppp/ chap- secr et s in the two-line format that follows:

user nane i sp_nane your _password
i sp_nane user name t hei r _password

5.8.50ptions Files

The options filesin / et ¢/ ppp/ peer s contain valid pppd command-line options. Therefore, you could run
pppd at the shell prompt with these options as command-line arguments, and indeed, some distributions
(like Red Hat Linux) use scripts to set up big pppd invocations, completely bypassing / et ¢/ ppp/ peers.
However, it's far more convenient to use options files because they enable you to invoke pppd cal |

fil e toactivate the connection.

Note In addition to the per-connection filein / et c/ ppp/ peer s, you need a/ et c/ ppp/ opti ons file
for global settings that apply to all pppd processes. This file must exist, even if it's empty.

As mentioned earlier, the first two options in the options file are the serial device (with or without / dev/ at
the front) and the serial port speed. For most serial ports and modems, 115200 is an appropriate speed,
but you may wish to lower it to 57600 or lower for really slow systems. Recall that the following was the
first options line in Section 5.8.2:

ttyS1 115200 crtscts

All other pppd options follow the serial port and baud rate. Here are some of the most important pppd
options:
crtscts Enables RTS/CTS hardware flow control (popular with PC hardware).

def aul t r out e Sets the kernel's default route to the machine on the other side of the PPP

connection. Don't forget this option; otherwise, you won't be able to reach anything on the Internet
beyond the host on the other end of the PPP connection, which usually isn't very useful. If you happen
to forget this when testing, you can manually add a route with the r out e command (see Section

5.11).

noaut h Specifies that the remote machine should not send you a username and password; this is
another option that you don't want to forget.



connect conmand Initializes the serial port with the specified cormand, usually a chat invocation
like this:

connect '/usr/sbin/chat -v -f /etc/ppp/chat-name'

nodet ach Run pppd in non-daemon mode; this prevents the shell prompt from returning immediately
after you run pppd from the command line. This is handy for debugging, because you can press
CONTROL-C to interrupt a connection.

nT usi ze The maximum receive unit option tells the remote server not to send any chunks of data
larger than si ze. The default is 1500 bytes; 3000 works for faster connections. Do not set this (or

nt u) to a number lower than 1300, because many applications prefer that their data be sentin larger
chunks.

nt usi ze The maximum transmission unit option requests that your machine not send (transmit) any
chunks of data larger than si ze to the remote server. The default is 1500 bytes. The quality of your
telephone line or switch often determines how high you may set si ze.

nanenane Forces pppd to use nanme as the username (or local system name) for PAP or CHAP
authentication.

r enot enanenane Forces pppd to use name as the remote system name for PAP or CHAP
authentication.

debug Activates verbose syslog debugging.

Note If your connection frequently hangs or drops, and the ARQ light on your modem blinks often, you
probably have a poor switch or telephone line. If you hear any "static" when you pick up your
telephone (especially before making a call), your telephone company may be overloading your
local phone switch. See if they will put you on a better switch. It's also possible that there's a
problem between your phone jack and the phone network box in your building.

The pppd(8) manual page has many more options. Keep in mind that most options are only relevant when
you're running a PPP server, not a client. To be entirely truthful, there is no technical difference between a
PPP server and a PPP client. They are simply peers that know how to contact each other. However, when
one of the peers acts as a gateway to the rest of the Internet, you often say that this peer is the server.

5.8.6PPP Directory Permissions

The/ et ¢/ ppp directory should be mode 700; that is, the superuser should have read-write-execute
access, and no other users should have access.

However, any user can run pppd cal | name if that user has read access to the chat script and pppd is
setuid root. Some distributions do not trust pppd and do not have the setuid bit set by default. As with any
program, the setuid bit is a certainly a matter of concern if you don't trust your own users, but it's not so
critical if you're the only user on the system.

There is no standard for which user should start PPP (or even how to set up the connection). PPP has
always been somewhat clumsy to operate because the Internet grew up around networks that were always
active. Broadband connections solve this problem, though not everyone has access to them (or wants
them).



5.9Broadband Connections

The term broadband vaguely refers to connections faster than a conventional modem link. For most users,
this means a DSL or cable modem connection. One of the most frustrating things about broadband
providers is that they don't tend to tell you what kind of technology they use.

Most DSL or cable modems have an Ethernet port, requiring you to have an Ethernet interface on your
computer, and as you saw in Section 5.4, it's not hard to set up an Ethernet interface (in theory, at least).
Unfortunately, not all providers send straight IP from the Ethernet port, so things can get more
complicated.

For the most part, your setup depends on the kind of broadband connection you have. These rules
generally apply:

Cable modem These devices usually speak straight IP, and you can do the network configuration with
DHCP. Plug your Linux machine into the cable modem and look at Section 5.7. If you have a static
(fixed) IP address, you should be able to set up the connection by hand as described in Section 5.4.
You may need to perform some configuration on the cable modem before it will connect to the outside
world, but that's usually done with a Web browser.

DSL with a dynamic IP address DSL providers usually send PPP over Ethernet (PPPOE) through
their devices. This is the most common kind of DSL connection, and as luck would have it, it's the
most complicated. See Section 5.9.2 for more information on PPPoE.

DSL with a static IP address Some DSL providers talk straight IP over Ethernet if you have a fixed
IP address. In this case, you can use the manual configuration described in Section 5.4.

The preceding rules are based on the hardware available to service providers, but your provider may be
different. Telephone companies prefer PPPoE because it's easier for them to monitor and authenticate,
but cable companies tend not to care. You can probably determine the type of connection the ISP provides
by looking at the setup instructions for Windows. If you see anything in the Windows screenshots with
"pppoe" in the name, it's probably a PPP-over-Ethernet connection.

Note If a broadband service forces you to use a modem or another device that doesn't have an
Ethernet port, you will probably have a very difficult time getting it to work under Linux. Evaluate
alternative ISPs.

Don't expect your ISP's technical support to be very helpful to anyone running Unix. It doesn't matter that
they're using technology that came straight from Unix machines — you're a fringe user, meaning that you
have to figure it out yourself.

5.9.1Routers

Before you connect your Linux machine directly to a broadband connection, you need to ask yourself this
very important question: Is it really worth it?

The alternative is to purchase a small router. These very inexpensive devices not only speak straight IP
and PPPoE, but often include a multi-port 10/100Base-T Ethernet switch and a wireless access point. They
can do network address translation, route packets from the outside world to ports on their internal

networks, and more. (Sometimes they even have pretty lights that serve as eye candy when you have
nothing else to do.)

Routers are especially attractive for Linux users with PPPoE connections. PPPoE is a hassle, because you
have to worry about several configuration files and daemons, not to mention possible trouble when
upgrading. If you put a router between a DSL connection and your Linux machine, you can configure your
machine's IP address statically or with DHCP.

You can also build a network with a router. Their built-in switches not only share the broadband connection
with all of the machines on the network, but also link those machines with each other.

Of course, a Linux machine with two Ethernet cards and a hub or switch can do anything that a router can
do. In fact, you have much finer control over a full-blown Linux machine acting as a router. However, very
few people actually have a use for the fancy tricks you get with Linux, and the cost of a router is not much



more than the cost of a switch.

If you decide to purchase a router, skip to Section 5.10 for Ethernet networking details. Otherwise, if you
are using PPPOE to connect to your ISP and you want to do everything on your Linux machine, continue
reading.

5.9.2PPP Over Ethernet (PPPoE)

PPPoE support in Linux is still in a somewhat experimental stage. To use it, get the r p- pppoe package
fromhttp://www.roaringpenguin.com/ to extend pppd to full Asymmetric Digital Subscriber Line (ADSL)
support. You also need a reasonably recent version of pppd, such as 2.4.1. All of this might come with
your distribution, but as with most new software, it's a good idea to compile your own set from source code

(seeChapter 9).

The easiest way to setup r p- pppoe istorun adsl - set up asroot. This creates appropriate
[ etc/ ppp/ pppoe. conf and/ et c/ ppp/ pap- secr et s files for your machine. If you read through
pppoe. conf, you'll find only two critical settings:

ETH=i nterf ace

USER=user name

Most computers have only one Ethernet card, so you'll probably use et hOas the ETH setting. USER is
your username at your ISP. This must match the settings in pap- secr et s (see Section 5.8.4 for
information on PAP).

To manually start the connection, run this command:

adsl -start

After you verify that everything works correctly, you can put adsl - start inani ni t. d script to activate
the connection at boot time. adsl - st art is a shell script that processes pppoe. conf and then runs
asdl - connect , which in turn runs a big, ugly pppd command line. In principle, you could put all of this
into an options file, butitis almost certainly not worth the hassle.

To stop the connection, use adsl - st op.

Warning Back up your/ et c/ resol v. conf if you put any kind of work into it, because adsl -
connect may replace your DNS settings.


http://www.roaringpenguin.com/

5.10Ethernet Networks

Ethernet is by far and away the most popular physical medium for local area networks. Although there
have been several kinds of cables, cable topologies, connectors, and speeds in Ethernet history, the basic
hardware, protocol specification, and programming techniques have proved remarkably robust. Figure 5-3
on the next page shows the physical appearance of an Ethernet network.

Hub/Swiich
Ports — | O O@E O

R
Interface Interface Interface Interfase
Haost Host Hosit Host

Figure 5-3: A twisted-pair Ethernet local area network.

Ethernet networks have always been cheap, but the unshielded twisted-pair (UTP) devices that gained
popularity in the 1990s are now inexpensive almost to the point of absurdity. Many new computers (and
devices such as video game consoles) have built-in Ethernet interfaces. Old twisted-pair networks operate
at 10 megabits per second and are called 10Base-T networks. The current standard is 100Base-T (running
at 100 Mb/s); it's sometimes called Fast Ethernet. 100Base-T requires category 5 cable, and 10Base-T
devices work with most 100Base-T switches and hubs. If you need something a little bit faster, you can go
toGigabit Ethernet; 1000Base-T uses twisted-pair like its predecessors, and 1000Base-SX is the fiber-
optic version. If you don't run a supercomputer center, it's unlikely that you'll need anything like this —
you'll be hard-pressed to saturate a 100Base-T network.

To build a network, you need a network interface card (NIC) for each of your computers, a hub or switch,
and some cables to connect the computers to the hub or switch. If you run out of network ports, it's easy to
add another hub or switch.

Each node on an Ethernet network has a hardware address, also called the MAC (Media Access Control)
address. Running i f confi g - a shows yours; in the example in Section 5.4, the hardware address was

00:40:05:A0:7F:96.

The first three bytes of a MAC address make up a vendor code, or OUI (Organizationally Unique
Identifier). For example, Sun Microsystems' OUI is 08-00-20. You can look up an OUI at
http://standards.ieee.org/regauth/oui/index.shtml. You do not need to bother with the MAC address except
when debugging.

Note Each node on your network should have a different MAC address even if two Ethernet cards are
of the same model, and most Ethernet devices carry a label with the MAC address.
Unfortunately, you may come across a batch of NIC cards with a duplicate address or two. You
could try to return the duplicates, but many modern cards also allow you to change the MAC
address with an extra utility.

5.10.1Ethernet and IP

IP over Ethernet is very straightforward. When you want to send a packet to some other host on your local
area network, your machine must know that host's MAC address. Using a series of ARP (Address
Resolution Protocol) broadcasts, your host maps the IP address of the target to the target's MAC address
and then sends the IP packet out on the wire to that MAC address.

Your host also caches the destination MAC address inside the kernel. To view your system's current ARP
cache, run the following command:

arp -a

If you don't have DNS working yet, use ar p - na instead, to disable hostname resolution. Linux ar p with
no arguments gives a slightly more formatted list than either of the above options, but this format is not
standard across all versions of Unix.

Note Remember that ARP only applies to machines on local subnets. To reach destinations outside
your subnet, your host sends the packet to the router, and it's someone else's problem after that.


http://standards.ieee.org/regauth/oui/index.shtml

The only real problem you can have with ARP is that your system's cache can get out of date if you're
moving an IP address from one network interface card to another, because the cards have different MAC
addresses (for example, this can happen when testing a machine). Unix systems invalidate the ARP cache
entry if there is no response after a while, so there shouldn't be any trouble other than a small delay for
invalidated data. However, if you want to delete an ARP cache entry immediately, use this command:

arp -d host

You can also view the ARP cache for a single network interface like this:

arp -i interface

The arp(8) manual page explains how to manually set ARP cache entries, but you should not need to do
this.

Note Don't confuse ARP with RARP (Reverse Address Resolution Protocol). RARP transforms a MAC
address back to a hostname or IP address. Before DHCP became popular, some diskless
workstations and other devices used RARP to get their configuration, but RARP is rare today.

5.10.2Private Networks

Let's say that you decide to build your own network at home or at the office. You have your Ethernet cards,
hub or switch, and cables ready. Your next question is, "W hat IP subnet should | use?"

You can pay your ISP for a block of Internet addresses if you need real Internet routing to a number of

individual hosts inside your local network. However, this costs a lot of money and isn't useful for anything
but a highly decentralized site, such as a university. As a much less expensive alternative, you can pick a
subnet from the addresses in the RFC 1918 Internet standards document, shown in Table 5-2 on the next

page.

Table 5-2: Private Networks Defined by RFC 1918

‘ Network ‘ Subnet Mask ‘ Short Form

\ 10.0.0.0 \ 255.0.0.0 \ 10.0.0.0/8

‘ 192.168.0.0 ‘ 255.255.0.0 ‘ 192.168.0.0/16
‘ 172.16.0.0 ‘ 255.240.0.0 ‘ 172.16.0.0/12

Unless you plan to have more than 254 hosts on a single network, pick a small subnet such as
10.0.0.0/255.255.255.0, which uses the addresses 10.0.0.1 through 10.0.0.254. (Networks with this
netmask are sometimes called class C subnets. This term is technically somewhat obsolete but still useful
in practice.) You can carve up private subnets in any way that you please, experimenting to your heart's
content.

So what's the catch, you say? It's very simple — hosts on the real Internet know nothing about these
private subnets and will not route to them. With no extra help, your hosts cannot talk to the outside world.
Therefore, if you have a single Internet connection, you need to have some way to fill in the gap between
that connection and the rest of the hosts on your private network. Network Address Translation (NAT) does
exactly this; see Section 5.14. Refer back to Figure 5-1 on page 94 for an illustration of a typical network.
The gateway can be a regular Linux machine or one of the devices described in Section 5.9.1.



5.11Configuring Routes

Routing is the act of transferring packets from one host or subnet to another. Let's say that you have two
LAN subnets, 10.0.0.0/24 and 10.0.1.0/24, and a Linux router machine with two Ethernet cards, one
connected to each subnet. The router has two IP addresses: 10.0.0.1 for et hO and 10.0.1.1 for et h1.
Figure 5-4 shows the two networks; the router's routing table looks like this (obtained by running r out e -
n):

Destination Gat enay Gennask Fl ags Metric Ref Use | face
10.0.0.0 0.0.0.0 255. 255. 255.0 U 0 0 0 ethO
10.0.1.0 0.0.0.0 255. 255.255. 0 U 0 0 0 ethl
[ | |
10.0.0.4 10.0.0.27 10.0.0.131
Host Host Host
10:0.0.1 | ethO
Rowter
10.0.1.0 | ethl
Haost Host Host
10.0.1.23 10.0.1.40 10.0.1.67
| | I

Figure 5-4: Two subnets joined with a router.

Furthermore, let's say that the hosts on each subnet have the router as their default gateway (10.0.0.1 for
10.0.0.0/24 and 10.0.1.1 for 10.0.0.0/24). Therefore, if 10.0.0.37 wanted to send a packet to anything
outside of 10.0.0.0/24, it would pass the packet to 10.0.0.1. Now let's say that you want to send a packet
from 10.0.0.37 to 10.0.1.23. The packet goes to 10.0.0.1 (the router) via its et h0 interface, and how you
want it to go back out through the router's et hl interface. To make the Linux kernel perform this basic
routing function, the only thing you need to do is enable IP forwarding on the router with the following
command:

echo 1 > /proc/sys/net/ipvd/ip_forward

This is easy enough, but what if you have another subnet, 10.0.2.0/24, connected to the host at 10.0.0.37
on that host's second network interface, as shown in Figure 5-5? After configuring 10.0.0.37's second
Ethernet interface to 10.0.2.1, you now need to figure out how everything else in 10.0.0.0/24 and
10.0.1.0/24 can talk to 10.0.2.0/24. Let's start with the router that connects 10.0.0.0/24 and 10.0.1.0/24.

10.0.0.4 10.0.0.37 10:0.0.131
Host Host Host
10.0.2.1
10.0.0.1 wth
10.0.2.0/24 Router
10.0.1.1 wthl
Host Host Hast
10.0.1.23 10.0.1.40 10,0167

Figure 5-5: Three subnets.

You can tell the router that 10.0.0.37 handles 10.0.2.0/24 with this command:

route add -net 10.0.2.0 netrmask 255.255.255.0 gw 10.0.0. 37



The routing table on the router now looks like this:

Desti nation Gat eway Gennask Fl ags Metric Ref Use | face
10.0.2.0 10. 1. 2. 37 255.255.255.0 UG 0 0 0 etho
10.0.0.0 0.0.0.0 255.255.255.0 U 0 0 0 etho
10.0.1.0 0.0.0.0 255.255.255.0 U 0 0 0 ethl

As an added bonus, recall that all traffic from 10.0.1.0/24 initially goes to the router, because 10.0.1.1 is
the default router on that subnet. Therefore, anything on 10.0.1.0/24 can now talk to 10.0.2.0/24, and vice
versa (as long as you set the default route for the hosts on 10.0.2.0/24 to 10.0.2.1). But what about
10.0.0.0/247?

Technically, this also works now, because the packets go to 10.0.0.1 (et hO on the router), then back out
the same network interface to 10.0.0.37. This is inefficient and a bit slower, of course, because the packets
to 10.0.2.0/24 must go across the same wire twice, with the router handling the packet between the
transmissions. If you want to "fix" this, you must run a r out e command similar to the one above for each
host on 10.0.0.0/24.

Say that the router has a connection to the Internet, and that this is the router's default gateway.
Theoretically, there's no problem in sending packets out of your network to the rest of the Internet.
Unfortunately, if your IP addresses are in private networks (as in this section) you run into the same
problem described in Section 5.10.2 — you will never get anything back. Again, you need to run NAT (see
Section 5.14) or do some other trick to get everything within the network talking to the outside world.



5.12The Transport Layer: TCP, UDP, and Services

So far, you have only seen how packets move from host to host on the Internet. That's clear enough, but it
says nothing about how your computer presents the packet data it receives to its running processes. You
want more than one application to be able to talk to the network at the same time (for example, you might
have email and several Web clients running), and you also want to receive the data in some form that's
easier to handle than packets.

Transport layer protocols and services perform these tasks. The two most popular transport protocols are
the Transmission Control Protocol (TCP) and the User Datagram Protocol (UDP). Both define ports on
network nodes. When a program on your machine wants to talk to a service on a remote machine, it opens
a port on the local machine and requests a connection to a port on the remote machine (a connection is
defined by the two hosts, the ports on each side, and a special packet sequence). After the transport layer
services on both sides establish the connection, the hosts can exchange data.

Transport layer services have complex implementations because they must convert a series of packets
(not necessarily arriving in the correct order) into a data stream for programs. Luckily, you need to know
next to nothing about this mess.

In TCP and UDP, a port is a number. If a program accepts connections on a port, it is said to listen on that
port. There are well-known ports for various services; for example, email servers listen on TCP port 25,
and most Web servers listen on TCP port 80. Only the superuser may use ports 1 through 1023. All users
may listen on and create connections from ports 1024 on up.

On a Unix system, the / et ¢/ ser vi ces file maps service names to port numbers and transport layer
protocols. This plain-text file consists of lines like these:

ssh 22/tcp # SSH Renote Login Protocol
sntp 25/tcp
domai n 53/ udp

The first column holds the service names. The second column in the / et ¢/ ser vi ces file defines the port
number and a transport layer protocol. Take alook at/ et c/ servi ces on your machine. Notice that the
ser vi ces file does not define the programs that listen on ports on your computer.

You will learn more about how programs listen and connect to the application layer in the next chapter.
The rest of this chapter is devoted to three advanced networking topics: firewalls, NAT (IP masquerading),
and wireless networking.



5.13Firewalls

Afirewall is a machine that sits between a network and the rest of the Internet, attempting to ensure that
nothing "bad" from the Internet harms the network. You can also set up firewall features for each machine,
where the machine screens all of its incoming and outgoing data at the packet level (as opposed to the
application layer, where server programs usually try to perform some access control of their own).
Firewalling on individual machines is sometimes called IP filtering.

To understand how firewalls work, consider that there are three times when a system can filter packets:
= When the system receives a packet
= When the system sends a packet
= When the system forwards (routes) a packet to another host or gateway

With no firewalling in place, a system just processes packets and sends them on their way.

Firewalls put checkpoints for packets at the points of data transfer identified above. The checkpoint drops,
rejects, or accepts packets, usually based on some of these criteria:

» The source or destination IP address or subnet
= The source or destination port (in the transport layer information)
= The firewall's network interface

In Linux, you create firewall rules in a series known as a chain that is part of a networking table (for the
most part, you will only work with one table named fi | t er that controls basic packet flow). The

i pt abl es command, available since kernel version 2.4.0, manipulates these rules and chains. To use

i pt abl es, your kernel configuration must have packet filtering (in the networking options) and IP tables
support (in the netfilter configuration submenu). Y ou will learn more about kernel configuration in Chapter
10.

There are three basic chains: INPUT for incoming packets, OUTPUT for outgoing packets, and
FORWARD for routed packets. To view the current configuration, run this command:

i ptables -L

Thei pt abl es command should list an empty set of chains, as follows:

Chai n I NPUT (policy ACCEPT)
target prot opt source destination

Chai n FORWARD ( pol i cy ACCEPT)
target prot opt source destination

Chai n QUTPUT (policy ACCEPT)
tar get prot opt source destination

Each chain has a default policy that specifies what to do with a packet if no rule matches the packet. The
policy for all three chains in this example is ACCEPT, meaning that the kernel allows the packet to
successfully pass through the packet-filtering system. For the purposes of this book, the only other value
that makes any sense is DROP, which means that the kernel will discard the packet. To set the policy on a
chain, use i pt abl es - P asinthis example:

i ptabl es - P FORWARD DROP

Warning Don't do anything rash with the policies on your machine until you've read through the rest of
this section.

Let's say that someone at 192.168.34.63 is annoying you, so you'd like to prevent them from talking to



your machine. Run this command:

i ptables -A INPUT -s 192.168. 34.63 -j DROP

The- A | NPUT parameter appends arule to the INPUT chain. The -s 192. 168. 34. 63 part specifies the
source IP address in the rule, and -j DROP tells the kernel to discard any packet matching the rule.
Therefore, your machine will throw out any packet coming from 192.168.34.63.

To see therule in place, run i pt abl es -L:

Chai n | NPUT (policy ACCEPT)
t ar get prot opt source destination
DROP all -- 192.168. 34. 63 anywher e

As luck would have it, though, your good buddy at 192.168.34.63 has told everyone on his subnet to open
connections to your SMTP port (TCP port 25), so now you want to get rid of that traffic as well:

i ptables -A INPUT -s 192.168.34.0/24 -p tcp --destination-port 25 -j DROP

This example adds a netmask qualifier to the source address, as well as - p t cp to specify TCP packets
only. A further restriction, - - dest i nati on- port 25 says that the rule should only apply to traffic to port
25. The IP table list for INPUT now looks like this:

Chai n I NPUT (policy ACCEPT)

t ar get prot opt source destination
DROP all -- 192.168. 34. 63 anywher e
DROP tcp -- 192.168.34.0/24 anywher e tcp dpt:sntp

All is well until you hear from someone you know at 192.168.34.37, saying that they can't send you email
because you blocked their machine. Thinking that this is a quick fix, you run this command:

i ptables -A INPUT -s 192.168. 34. 37 -j ACCEPT

However, it doesn't work. For the reason, look at the new chain:

Chai n I NPUT (policy ACCEPT)

target prot opt source destination

DROP all -- 192.168. 34. 63 anywher e

DROP tcp -- 192.168.34.0/24 anywher e tcp dpt:sntp
ACCEPT all -- 192.168. 34. 37 anywher e

The kernel reads the chain from top to bottom, using the first rule that matches. The first rule does not
match 192.168.34.37, but the second does, because it applies to all hosts from 192.168.34.1 to
192.168.34.254, and this second rule says to drop packets. Once a rule matches, the kernel carries out the
action and does not look further down in the chain. (You might remark that 192.168.34.37 can send
packets to any port on your machine except port 25, because the second rule only applies for port 25.)

Therefore, you have to move the third rule to the top. The easiest way to do this is to first delete the third
rule with this command:

i ptables -D I NPUT 3

Then,insert that rule at the top of the chain withi pt abl es -1:

iptables -1 INPUT -s 192.168. 34.37 -j ACCEPT

If you want to insert a rule at some other place than the top of a chain, put the rule number after the chain



name (for example, i ptables -1 INPUT 4 ...).
Although this little tutorial may show you how to insert rules and how the kernel processes IP chains, it
doesn't even come close to illustrating firewall strategies that actually work. Let's talk about that now.

5.13.1Firewall Strategies

There are two basic kinds of firewall scenarios: one for protecting individual machines (where you set rules
in each machine's INPUT chain), and one for protecting a network of machines (where you set rules in the
router's FORWARD chain). In both cases, you cannot expect to have serious security by using a default
policy of ACCEPT, continuously inserting rules to drop packets from sources that start to send bad stuff to
you. Instead, you must adopt the strategy of allowing only the packets that you trust and denying
everything else.

For example, let's say that your machine has an email server on TCP port 25 and an SSH server on TCP
port 22. There is no reason for any random host to talk to any other port on your machine, and you
shouldn't give any such host a chance. Here's how to set it up.

First, set the INPUT chain policy to DROP:

i ptables -P I NPUT DROP

If you want to enable ICMP traffic (for pi ng and other utilities), use this line:

i ptables -A INPUT -p icnmp -j ACCEPT

Let's say that your host's IP address is my_addr . Make sure that you can receive packets sent from
yourself to both your own network IP address and 127.0.0.1 (localhost):

i ptables -A INPUT -s 127.0.0.1 -j ACCEPT
i ptables -A INPUT -s ny_addr -j ACCEPT

If you have control of your entire subnet (and trust everything on that subnet), you can replace ny_addr
with your subnet address and subnet mask; for example, 10. 43. 201. 0/ 24.

Now, although you need to make sure that your host can make TCP connections to the outside world, you
still want to deny all incoming TCP connections. Because all TCP connections start with a SYN
(connection request) packet, if you let all TCP packets through that aren't SYN packets, you are still okay:

iptables -A INPUT -p tcp '!'" --syn -j ACCEPT

Next, you must accept traffic from your nameserver so that your machine can look up names with DNS.
Do this for all DNS servers in/ et c/ r esol v. conf . Assuming that the nameserver's address is ns_addr,

you can do this with this command:

i ptables -A INPUT -p udp --source-port 53 -s ns_addr -j ACCEPT

As mentioned before, you want to allow SSH and SMTP connections from anywhere:

i ptables -A INPUT -p tcp --destination-port 22 -j ACCEPT # ssh
iptables -A INPUT -p tcp --destination-port 25 -j ACCEPT # smp

Finally, you need the following command to enable outgoing passive FTP connections, though it's not
terribly critical:

iptables -A INPUT -p tcp --source-port 20 --destination-port 1024: -j ACCEPT



The preceding IP table settings work for many situations. For example, they work for any direct
connection, especially broadband, where an intruder is much more likely to port-scan your machine. They
work for university environments, which are very similar to regular broadband connections. And you could
also adapt these settings for a firewalling router, using the FORWARD chain instead of INPUT, and using
source and destination subnets where appropriate. However, if you are using a firewalling router, you
might find the discussion of NAT in Section 5.14 more applicable to your situation.

Remember that the key idea is permitting only the things that you find acceptable, not trying to find stuff
that is unacceptable. Furthermore, IP firewalling is only one piece of the security picture. See Section 6.7
for more information.

5.13.2IP Tables Reference

This section is a quick reference for the most common i pt abl es options.

Alli pt abl es invocations must have a command option, as listed in Table 5-3.

Table 5-3: i pt abl es Command Options

‘ Command Option ‘ Description

-Lchain ‘ Lists rules (chai n is optional).

- Achain ‘Appends a rule to chai n.

-lchain Inserts a rule in chai n (r ul enumis optional; the default location is the
rul enum beginning of the chain).

-Dchain Deletesr ul enumfrom chai n. You can omit the rule number if you specify
rul enum a matching parameter (shown in Table 5-4).

-Fchain Deletes all rules in chai n, leaving only the policy.

rul enum

-Pchain Sets the policy (default rule) of chai n to newpol i cy.

newpol i cy

Table 5-4: i pt abl es Packet Specification Options

Parameter Option Meaning

- saddr/ mask Selects source IP address addr with optional netmask mask (for an
entire subnet).

- daddr/ mask Selects destination IP address addr with optional netmask nask (for
an entire subnet).

-iinterface ‘ Selects input i nt erface (e.g., et hO,ppp0).

-ointerface ‘ Selects output i nt er f ace (e.g., et hO,ppp0).

- ppr ot ocol ‘Selectsprot ocol (e.g.,tcp,udp,i cnp).

--source-port Selects source port . You may specify a range with port 1: port 2.

port This works in conjunction with-p tcp or-p udp.

--destination- Selects destination port . You may specify a range with

port port port 1: port 2. This works in conjunction with - p tcp or-p udp.

--syn ‘When using- p tcp, selects SYN (connection request) packets.

When using - Aand - | (and - Dwithout a rule number), you must specify the rule to add or delete as a
combination of the packet specification options in Table 5-4. In addition, you can insert a literal ! after the
option flag to negate its meaning.

To finish off your rule, use - j t ar get to decide what to do if a packet matches the rule (the most
common types of t ar get are ACCEPT and DROP).

This section has only described the basics of i pt abl es. There are many advanced features, such as the
ability to send a packet to an entirely different destination, to intercept packets at different parts of the



routing process, and to create your own subchains. You can read about them in the iptables(8) manual
page.



5.14Network Address Translation (IP Masquerading)

Network Address Translation (NAT) permits sharing a single IP address (for example, from a PPP or
broadband connection) with an entire internal network. NAT is very popular with home and small office
networks. IPv4 addresses are in short supply, and furthermore, ISPs do not really want to bother with more
routing than they can handle. As mentioned in Section 5.9.1, many small routers support NAT. In Linux,
the variant of NAT that most people use is known as IP masquerading.

The basic idea behind NAT is that the machine with the Internet connection acts as a proxy between the
internal network and the rest of the Internet. Consider a network like the one back in Figure 5-1 on page
94, and assume that the router (gateway) has an et h0 interface to an internal private network and a ppp0O
interface for the uplink to the Internet.

Every host on the Internet knows how to connect to the router, but they know nothing about the internal
private network behind the router. Under NAT, each of the internal hosts has the router as its default
gateway. The system works roughly as follows:

1. Ahost on the internal private network wishes to make a connection to the outside world, so it sends
its connection request packets through the router as normal.

2. The router intercepts the connection request packet rather than passing it out to the Internet (where
it would get lost, because the public Internet knows nothing about private networks such as
10.1.2.0/24).

3. The router determines the destination of the connection request packet and opens its own
connection to the destination.

4. When the router obtains the connection, it fakes a "connection established" message back to the
original internal host.

5. The router is now the middleman between the internal host and the destination. The destination
knows nothing about the internal host; the connection on the remote host looks like it came from the
router.

This doesn't sound too bad until you think about how it works. Plain old IP routing knows only source and
destination IP addresses in the Internet layer. However, if the router dealt only with the Internet layer, each
host on the internal network could establish only one connection to a single destination at one time (among
other limitations), because there is no information in the Internet layer part of a packet that could
distinguish multiple requests from the same host to the same destination.

Therefore, NAT must dissect packets to pull out more identifying information. The only suitable stuff is in
the transport layer — in particular, the TCP and UDP port numbers. The transport layer is very complex,
S0 you can imagine that there are lots of things that can go wrong when a router goes mucking about
inside transport layer information that comes from two hosts (the internal one and the external one) that it
knows nothing about.

That said, NAT works better in practice than this brief description might suggest. To set up a Linux
machine to perform as a NAT router, you must activate all of the following inside the kernel configuration:
network packet filtering ("“firewall support"), connection tracking, IP tables support, full NAT, and
MASQUERADE target support.

Note SeeChapter 10 for information on the kernel.

Then you need to runi pt abl es commands like the following to make the router perform NAT for its
private subnet. The following example commands are for the earlier example:

echo 1 > /proc/sys/net/ipvd/ip_forward

i ptabl es - P FORWARD DROP

i ptables -t nat -A POSTROUTI NG -0 ppp0O -j MASQUERADE

i ptables -A FORWARD -i ethO -j ACCEPT

i ptables -A FORWARD -m state --state ESTABLI SHED, RELATED -j ACCEPT

This example applies to an internal Ethernet network on et hO sharing a PPP Internet connection (ppp0).
Change these to suit your network.



When using NAT, remember that it's essentially a hack. In a perfect world, we would all be using IPv6 (the
next-generation Internet), and we could get permanent subnets from our ISPs without any pain. In the
mean-time, though, you have to deal with these NAT limitations:

= Internet hosts cannot connect to services inside the private network without special port forwarding
help from the NAT router. Of course, the hosts in the private network may have network security
vulnerabilities, so this limitation may be more of a blessing than a drawback.

= Because Internet hosts cannot connect to internal hosts, some services need even more complicated
packet dissection to work.

= NAT works for TCP, UDP, and some ICMP, but not necessarily all transport layer protocols.

= NAT requires much more memory and computing power than normal IP routing, so the computer
acting as the router cannot be completely underpowered. In addition, there is always some connection
overhead and latency. However, modern computers are more than fast enough to handle this, and the
overhead and latency don't really matter unless you're running a big operation.



5.15Wireless Ethernet

The proliferation of notebook computers and other portable computing devices has given rise to wireless
Ethernet (also irritatingly known as "Wi-Fi") that you do not need to physically plug into a switch or hub.
There are two popular consumer versions of the standard: 802.11b (maximum speed 11 Mbps) and
802.11g (54 Mbps).

In principle, wireless Ethernet isn't much different than any other kind of Ethernet, except that it uses radio
waves instead of copper wires or fiber. You can configure a wireless card's network interface with
traditional tools, such as i f confi g and dhcl i ent . And wireless Ethernet cards have MAC addresses just
like their wired counterparts.

With a wireless network, you typically want to be able to send packets out to some wired network. To
accomplish this, you can buy a wireless base station to bridge (or link) a wireless network to a wired
network — it's almost like adding more ports to a hub or switch by plugging another hub or switch into one
of the ports. A wireless base station contains both wired and wireless networking hardware; it physically
plugs into the wired network and can also communicate wirelessly with wireless network devices. (You can
make a regular computer do the work of a wireless base station, but it's hardly worth the trouble.)

Linux has an additional tool called i wconf i g for setting up a few technical details of a wireless network.
For example, if someone else has a wireless network next door, you need to differentiate yours from theirs
with an Extended Service Set Identifier (ESSID) string identifier.

To enable i weonf i g, your kernel needs the wireless LAN extensions that you'll find in the kernel
configuration's networking support options (see Chapter 10). Running i wconf i g with no options yields
output like this:

l o no wrel ess extensions.
et hO no wrel ess extensions.
ethl | EEE 802.11-DS ESSID: "sone net" N cknane:"HERMES | "

Mode: Managed Frequency: 2.437GH#z Access Point: 00: 04: 5A: CE: BF: 17
Bit Rate:11Md/s Tx- Power =15 dBm Sensitivity:1/3

RTS thr: of f Fragment thr: off

Power Managenent : of f

Link Quality:44/92 Signal |evel:-49 dBm Noise |evel:-93 dBm

Rx invalid nwid:0 invalid crypt:0 invalid msc: 7255

As you can see, wireless settings are attached to network interfaces. The most important settings are as
follows:

ESSID A string identifier for the network. Your wireless access point should have this setting.

Mode A setting that defines the type of network and the network interface's role in the network. Most
wireless networks are managed networks, meaning that there is at least one interface that serves as
an access point and oversees the nodes on the network. Y our interface can act as a client, the master
access point, a secondary access point, or a repeater. However, there are also ad hoc networks that
have no access points.

Access point The MAC address of your current wireless access point's wireless interface (if you're on
a managed network).

Encryption key The wireless network card's current Wired Equivalent Privacy (WEP) key.

You can manually set these parameters just as you would with i f confi g:

iwconfig ethl essid mynet node nmanaged

In the preceding example, i weconf i g configures the et h1 interface with an ESSID of nynet and a



network topology of nanaged. The important i wconf i g parameters are listed in Table 5-5. See the
iwconfig(8) manual page for a complete list of parameters.

Table 5-5: i wconf i g Parameters

‘ Parameter ‘ Value

‘ essid ‘ The ESSID string, or any.

‘ ap ‘ The MAC address of your access point, or any.

‘ node ‘ Managed,Mast er ,Repeat er ,Secondary, or Aut o.

channel A channel number (each channel has a predetermined frequency); runi w i st

i nterface channel togeta list of available channels.

‘ freq ‘A direct frequency specification (for example, 2. 412Gfor 2.412 GHz).

‘ key ‘ Normally, the hexadecimal value of the WEP key, or of f to disable WEP.

For wireless plug-in PC cards, most distributions support the PC card utilities in / et ¢/ pcnti a, where you
will find a configuration file called wi r el ess. opt s. When you plug a wireless card into your machine, the
PC card services daemon described in Section 11.6 runs/ et ¢/ pcnti a/ wi r el ess.wi r el ess runs

i weonf i g based on the parametersin wi r el ess. opt s, which is a Bourne shell case statement, making
decisions primarily based on your wireless card's MAC address. The wi r el ess. opt s configuration file
has many sample entries that you should examine.

To create an entry in this file for a wireless card with MAC address 00:02:2D:B0:EE:E4, you could use the
following:

*,*,* 00: 02: 2D: BO: EE: E4)
I NFO="My Hone Networ k"
ESSI D="ny net wor k"
MODE=" Managed"
RATE="aut o"
KEY="268B645297"

[}

You must place this entry in the case statement in wi r el ess. opt s before these lines:

# NOTE : Renpve the following four lines to activate the sanples below ...
#oommm-- - START SECTION TO REMOVE -----------

5.15.1A Lecture on Wireless Security

Unfortunately, using radio waves as a medium is absurdly insecure. Anyone with any kind of wireless
Ethernet device, even something as small as a Sharp Zaurus, can sidle up near your network and waltz all
around your packets. Without any additional protective measures, anyone can get access to your network,
snoop around your packets, or do something much worse. For example, if your wireless network is
connected to the Internet, anyone can use your network for a wide variety of very illegal activities.

There are several ways to make it considerably tougher to access your wireless network, and you'd think
that most people would use them. Shockingly, the overwhelming majority do not. It's easy to set up a
completely insecure wireless network, whereas to make the network more secure you need to enter a
whole bunch of numbers into any computer that wants to use it. Who wants to go through all of that trouble
when the network works just fine out of the box? Not to mention that it's a continuous hassle, especially
when one of your friends comes over with a notebook.

Everyone thinks, "Hey, all of this bad stuff can't happen to me." But it can and will if you choose not to
have any security. Fortunately, even the weakest kind of wireless security, WEP, drives off virtually all
would-be intruders. If nothing else, you should enable WEP on your access points and wireless network
interfaces. Yes, this does mean typing in a bunch of numbers, but do you really want to risk being caught
in the middle of a legal mess?



You should know that WEP is not terribly secure. Given five to ten million packets, someone snooping on
your network can figure out your WEP key with a program such as AirSnort. Of course, sniffing five to ten

million packets takes a while, but if this concerns you, change your keys every now and then (like, say,
every three million packets).

In any case, never transmit any sensitive data across your network without serious encryption like SSL or

SSH, even if you are using WEP. This is especially true if you do not control your network, and also holds
for wired networks.

If you have a good reason to be paranoid about security, WEP isn't going to help you much. You should
require IPSec or SSH port forwarding for all traffic on your wireless network. Many administrators use a
virtual private network (VPN) to implement an IPSec-based system.



Chapter 6: Network Services

Overview

Chapter 5 explained all layers of Internet networks except the application layer. Network applications
(clients and servers) interact with the operating system by using a transport layer protocol and interface,
such as TCP. This chapter covers basic network servers, including the i net d superserver and SSH

servers. In addition, you will see some tools that will help you debug the servers.

Unix network servers come in many forms. A server may listen to a port on its own, or it may use a
superserver such as i net d. Servers have no common configuration database, and they vary widely in
features. Most servers have a configuration file to control their behavior (though with no common format),
and most use the operating system's syslog service for message logging.

If you understand the system of TCP and UDP ports described in Section 5.12, you won't run into much
trouble with network servers. Let's start out by getting an idea of how network clients talk to network
servers.



6.1The Basics of Services

TCP services are among the easiest to understand because they are simple, uninterrupted data streams.
For example, you can talk directly to a Web server on TCP port 80 to get an idea of how data comes
across the connection. Run the following command to connect to a Web server:

tel net www. nytinmes.com 80

You should get a response like this:

Trying sonme address...
Connected to www. nyti nes. com
Escape character is '~]".

Now type this:

GET /

Press ENTER twice. The server should send a bunch of HTML text as a response, and then terminate the
connection.

There are two important lessons here:
= The remote host has a Web server process listening on TCP port 80.
» t el net was the client that initiated the connection.

Note t el net isa program originally meant to enable logins to remote hosts. Although the non-
Kerberost el net remote login server is completely insecure (as you will learn later), the
t el net clientis useful for debugging remote services. t el net does not work with UDP or any
other transport layer other than TCP. See Section 6.5.3 for information on net cat , a powerful
general-purpose network client.



6.2Stand-Alone Servers

Stand-alone network servers are no different than any other server daemons on your system (such as
cron), except that they listen on network ports. In fact, you already saw sysl ogd in Chapter 4, which
accepts UDP packets on port 514 if it is started with the - r option.

Here are some other common network servers that you may find running on your system:

ht t pd Web server

| pd Print server (see Chapter 12)

postfix, gmail, sendmail Mail servers

sshd Secure shell daemon (see Section 6.4)

nf sd, nount d Network filesystem daemons

snbd, nnbd Windows file-sharing daemons (see Chapter 14)

por t map Remote procedure call (RPC) portmap service daemon



6.3The inetd Daemon

Implementing stand-alone servers for every single service is somewhat inefficient, because each server
must know all about the network interface API, have its own port configuration system, and so on. In many
respects, the API for talking to TCP is not much different than the standard I/O system. TCP servers read
from network ports and return output back to those ports — this is similar to the behavior of cat with no
arguments in Section 1.2 is similar.

Thei net d daemon is a superserver that standardizes network port access and interfaces between regular
programs and network ports. After you start i net d, it reads the i net d. conf file and then listens on the
network ports defined in that file, attaching a newly started process to every new incoming connection.

Each line in i net d. conf looks something like this:

i dent stream tcp nowait nobody /usr/sbin/identd identd -i

There are seven fields here:

Service name The service name from / et ¢/ ser vi ces (see Section 5.12).
Socket type Thisis usually st r eamfor TCP and dgr amfor UDP.
Protocol The transport protocol, such as t cp or udp.

Datagram server behavior For UDP, thisiswai t or nowai t . Services using any other transport
protocol should use nowai t .

User The username that should run the service. Add . gr oup if you want to set a group.
Executable The program that i net d should connect to the service.
Arguments The arguments for the executable in the preceding field. The first argument should be the

name of the program.

A# sign ini net d. conf denotes a comment. To deactivate an i net d service, place a # before its entry
in/ et c/i netd. conf and then run the following command to make i net d re-read its configuration file:

kill -HUP “cat /var/run/inetd.pid

i net d has several built-in services that you might see at the beginning of your i net d. conf, including
echo,char gen,di scard,dayti ne, and ti ne. You can use these for testing, but otherwise they aren't
important.

6.3.1TCP Wrapper: tcpd, /etc/hosts.allow, /etc/hosts.deny
Before lower-level firewalls took off in popularity, many administrators used the TCP wrapper library for

host control over network services. In fact, even if you run an IP firewall, you should still use TCP
wrappers on any service that does not have its own logging mechanism (and many i net d services do not

have such capabilities).

Thet cpd program is the TCP wrapper utility for linking i net d with a server. An administrator can modify
thei net d. conf file to include t cpd, like this:

finger stream tcp nowait nobody /usr/sbin/tcpd /usr/sbin/in.fingerd

When someone makes a connection to the finger port, the following happens:



1. inetdrunstcpdasthename/usr/sbin/in.fingerd.
2. tcpd verifies the executable / usr/ sbin/in. fingerd.

3. tcpdconsults/ etc/ hosts. al | owand/ et c/ host s. deny to see if the remote machine has
permission to connect.

4. t cpd logs its decision.

5. Ift cpd decides that the remote host is okay, itruns / usr/ sbi n/i n. fi nger d. Otherwise, t cpd
terminates, dropping the connection.

Here is an example host s. deny file:

ALL: . badguys. exanpl e.com
in.fingerd: nofinger.exanple.com
portmap: ALL

You can interpret this as follows:
= No one in the subdomain .badguys.example.com may connect to any TCP wrapper-enabled program.
= The host nofinger.example.com may not run i n. fi nger d.
= No one may access por t nap (see Section 6.6 for more information on this service).

The TCP wrapper library reads / et c/ host s. al | owbefore / et c/ host s. deny. If arule in

/ et c/ host s. al | owmatches an incoming connection, the TCP wrapper library allows the connection,
ignoring/ et c/ host s. deny. For example, the following line in / et ¢/ host s. al | owenables port map
access to the subdomain goodguys.example.com:

portmap: .goodguys. exanple.com

Note Using domain names in a TCP wrapper configuration has the disadvantage that it uses DNS.
Forcing DNS lookups can hinder performance. It's also not extremely secure; it's possible to
affect DNS lookups.

6.3.2xinetd

Some Linux distributions come with an enhanced version of i net d named xi net d
(http://www.xinetd.org/). You can read about the xi net d improvements at the Web site, but to summarize,
xi net d offers built-in TCP wrapper support, better logging, and extended access control.

If you currently have i net d, should you run xi net d? If you need its features, sure. However, if you only
have one local server (for example, FAM for the GNOME desktop), and you firewall the external traffic to
this server anyway, there are probably better things you can do with your time. xi net d administrators
should also keep careful track of security advisories, because this package has not seen as widespread
use as the old i net d.

xi net d does not read i net d. conf, but if you understand the fields in i net d. conf, you won't have
trouble using xi net d. If you want an alternative to / et ¢/ xi net d. d, you can also use i t ox to convert
youri net d. conf toa xi netd. conf file that xi net d can read.

To add a new service to xi net d, create afile in/ et ¢/ xi net d. d with the name of the service. For
example, the / et ¢/ xi net d. d/ fi nger file might look like this:

servi ce finger

{
socket _type = stream
pr ot ocol =tcp
wai t = no
user = nobody
passenv =
server = /usr/sbin/in.fingerd


http://www.xinetd.org/

server_args =

To make xi net d recognize the changes, run ki | I - USRL on the xi net d process ID.



6.4Secure Shell (SSH)

The secure shell (SSH) is now the de facto standard for remote logins to other machines. It replaces old,
insecure programs like t el net andr | ogi n. In addition to being a good example of a stand-alone server

(for the purposes of this book, at least), SSH has these features:
= Encrypts your password and all other session data, protecting you from snoopers.

= Tunnels other network connections, including those from X Window System clients. Tunneling is the
process of packaging and transporting a network connection using another network connection. The
advantagesof using SSH to tunnel X Window System connections are that SSH sets up the display
environment for you and encrypts the X data inside the tunnel.

= Has clients for almost every operating system.
m Uses keys for host authentication.

OpenSSH (http://www.openssh.com/) is a popular free SSH implementation for Unix. The OpenSSH client
isssh and the server is sshd. OpenSSH uses public key cryptography for authentication and less

complex ciphers for its session data. SSH does not come without its disadvantages; in particular, you need
the remote host's public key, and you do not necessarily getitin a secure way (however, you can check it
manually if you think you're being spoofed). If you would like to know how cryptography works, get your
hands on Applied Cryptography [Schneier].

There are two main SSH protocol versions: 1 and 2. OpenSSH supports both, with version 2 being the
default.

6.4.1linstalling OpenSSH

You can install a precompiled binary version of OpenSSH, such as an . r pmfile in a Red Hat distribution,
or you can get the "portable" source code from the OpenSSH Web site to install from source. If you install
from source code, you need a version of the SSL (Secure Socket Layer) library, preferably OpenSSL.

In either case, you need to know your OpenSSH configuration directory — it's usually / et c or
/usr/1ocal/etc. If youinstall from source code, you can override the default configuration directory by
using the - - sysconf di r =di r parameter to configure (see Chapter 9 for more information on compiling
software from source code).

6.4.2The SSHD Server

To run sshd, you need a configuration file and host keys in the configuration directory. The configuration
flename is sshd_confi g. It's easy to confuse this filename with the client's ssh_conf i g setup file, so
look out. You shouldn't need to change anything in sshd_conf i g, but it never hurts to check.

The file consists of keyword-value pairs, as shown in this fragment:

Port 22

#Protocol 2,1

#Li st enAddress 0.0.0.0

#Li st enAddress ::

Host Key /usr/l ocal/etc/ssh_host_key
Host Key /usr/l ocal/etc/ssh_host_rsa_key
Host Key /usr/l ocal/etc/ssh_host_dsa_key

Lines beginning with # are comments. Many comments in your sshd_conf i g may indicate default
values. The sshd_config(5) manual page contains descriptions of all possible values, but these are the
most important:

Host Keyfil e Usesfi |l e as a host key (host keys are described shortly).
Sysl ogFaci | i t ynane Logs messages with syslog facility name.

LogLevel | evel Logs messages with syslog level | evel .


http://www.openssh.com/

Per m t Root Logi nval ue Permits the superuser to log in with SSH if val ue is set to yes; set
val ue to no if you do not want to allow this.

X11For war di ngval ue Enables X Window System client tunneling if val ue is set to yes.

XAut hLocat i onpat h Provides a path for xaut h; X11 tunneling does not work without xaut h. If
xaut hisn'tin/ usr/ X11R6/ bi n, set pat h to the full path-name for xaut h.

Host Keys

OpenSSH has three different host key sets: one for protocol version 1, and two for protocol 2. Each set
has a public key (with a .pub file extension) and a private key (with no extension). Do not let anyone see
your private key, even on your own system. If someone gets your host's private key, SSH provides no
protection against password snooping. SSH version 1 has RSA keys only, and SSH version 2 has RSA
and DSA keys. RSA and DSA are public key cryptography algorithms. SSH version 2 provides both
because there are always debates over which one is better.

The key filenames are as follows:

Table 6-1: OpenSSH Key Files

‘ ssh_host _rsa_key ‘ Private RSA key (version 2)

‘ ssh_host _rsa_key. pub ‘ Public RSA key (version 2)

‘ ssh_host _dsa_key ‘ Private DSA key (version 2)
‘ ssh_host dsa_key. pub ‘ Public DSA key (version 2)
‘ ssh_host _key ‘ Private RSA key (version 1)
‘ ssh_host _key. pub ‘ Public RSA key (version 1)

Normally, you do not need to build the keys, because the OpenSSH installation program should do this for
you. However, this isn't always a given, and you may need to know how to create keys if you plan to use
programs like ssh- agent .

To create SSH protocol version 2 keys, use the ssh- keygen program that comes with OpenSSH:

ssh-keygen -t rsa -N'"' -f ssh_host_rsa_key
ssh-keygen -t dsa -N'' -f ssh_host_dsa_key

For the version 1 keys, use this command:

ssh-keygen -t rsal -N'' -f ssh_host_key

The SSH server (and clients) also use another key file, ssh_known_host s, which contains public keys
from other hosts. If you intend to use host-based authentication, the server's ssh_known_host s file must
contain the host keys of all trusted clients.

Starting the SSH Server

Runningsshd as root starts the server. You may putthisinani ni t. d script to start at boot time. There is
also a way to start sshd from i net d, but this is usually not a good idea, because the server occasionally
needs to generate key files, and this process can take a long time.

sshd writes its PID to/ var/ run/ sshd. pi d, so you can terminate the server at any time with this
command:

kill “cat /var/run/sshd. pid

6.4.3The SSH Client



To log in to a remote host, run this command:

sshrenont e_user name@ost

You may omit r enot e_user nane @if your local username is the same as on host . You can also run
pipelines to and from an ssh command.

The SSH client configuration file is ssh_confi g, and it should be in the same place as your
sshd_confi g file. As with the server configuration file, the client configuration file has key-value pairs,
but you should not need to change anything in there.

The most frequent problem with using SSH clients occurs when an SSH version 1 public key in your local
ssh_known_host s or. ssh/ known_host s file does not match the key on the remote host. Bad keys
cause errors or warnings like this:

Someone coul d be eavesdroppi ng on you right now (man-in-the-mddl e attack)!

It is also possible that the RSA host key has just been changed.

The fingerprint for the RSA key sent by the renbte host is

38:c2:f6:0d: 0d: 49: d4: 05: 55: 68: 54: 2a: 2f : 83: 06: 11.

Pl ease contact your system admi ni strator.

Add correct host key in /home/user/.ssh/known_hosts to get rid of this nessage.
O fendi ng key in /honme/user/.ssh/known_hosts: 12

RSA host key for host has changed and you have requested

strict checking.

Host key verification fail ed.

This usually just means that the remote host's administrator changed the keys, but it never hurts to check
with the administrator if you don't know. In any case, look at this line of the preceding message:

O fendi ng key in /honme/user/.ssh/known_hosts: 12

This tells you exactly where the bad key is: line 12 of a user's known_host s file. If you do not suspect foul
play, just remove the offending line or replace it with the correct public key.

SSH File Transfer Clients
OpenSSH comes with replacement programs forr cp and f t p called scp and sft p.

You can use scp to transfer files from a remote machine to your machine, the other way around, or from
one host to another. It works much like the cp command. Here are some examples:

scpuser @ost:file .
scpfile user@ost:dir
scpuserl@ostl:file user2@ost2:dir

sf t p works much like the command-line f t p client, with get and put commands. The remote host must
have a sft p- server program, but this shouldn't be a problem if the remote host also uses OpenSSH.

SSH Clients for Non-Unix Platforms

There are SSH clients for all popular operating systems. The index at the OpenSSH Web page
(http://www.openssh.com/) gives a full list, but you may wonder which one to choose for Windows or the
Mac. PUTTY is a good Windows client that includes a secure file-copy program. MacSSH works well for
Mac OS 9. Mac OS X is based on Unix and includes OpenSSH.
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6.5Diagnostic Tools

net st at is one of the most basic network service debugging tools, telling you what ports are open and
whether any programs are listening on ports. For example, if you want to view all open TCP ports, run this
command:

netstat -t

Table 6-2 lists the net st at options.

Table 6-2: net st at Options

‘ Option ‘ Description

-t ‘ Prints TCP port information

-u ‘ Prints UDP port information

-1 ‘ Prints listening ports

-a ‘ Prints every active port

-n ‘ Disables name lookups (useful if DNS isn't working)

Being able to list open and listening ports is good, but our good old friend | sof can go one step further.

6.5.1lsof

InSection 4.8.1 you saw how | sof can track open files, but | sof can also list the programs currently
using or listening to ports. For a complete list, run this command:

| sof -i

The output should look something like this:

COWAND PID USER FD TYPE DEVI CE SI ZE NODE NAME

port map 520 daenon 3u I Pv4 150 UDP *: sunrpc

port map 520 daenon 4u | Pv4 151 TCP *:sunrpc (LI STEN)

i netd 522 r oot 4u |1 Pv4 188 TCP *:discard (LI STEN)
inetd 522 r oot 5u IPv4 189 UDP *:discard

inetd 522 r oot 6u | Pv4d 190 TCP *:daytime (LI STEN)
i netd 522 r oot 7u | Pv4d 191 UDP *: dayti me

i netd 522 r oot 8u |Pv4 192 TCP *:tinme (LISTEN)
inetd 522 r oot 9u | Pv4 193 UDP *:tinme

inetd 522 root 11u IPv4 195 TCP *:auth (LI STEN)
sshd 853 r oot 3u IPv4 696 TCP *:ssh (LI STEN)

X 900 r oot lu | Pv4 791 TCP *: 6000 (LI STEN)

If you're looking for one port in particular (that is, if you know that a process is using a particular port and
you want to know what that process is), use this version of the command:

I sof -i :port

The full syntax is

| sof -i protocol @ost: port



protocol ,@ost, and : port are all optional. Specifying any of these parameters filters the | sof output
accordingly. As with most other network utilities, host and port can be either names or numbers.

You can disable host-name resolution with the - n option. Finally, | sof - P forces numeric port listings.

Note If you don't have | sof onyour system, you can run net st at - p to get the processes
associated with ports. This is a Linux-specific net st at feature, but| sof is still far more
flexible.

6.5.2tcpdump

If you need to know what's happening on your network, t cpdunp puts your network interface card into
promiscuous mode and reports on every packet that crosses the wire.

t cpdunp with no arguments produces output resembling the following sample, which includes an ARP
request and Web connection:

tcpdunp: |istening on ethO

20: 36: 25. 771304 arp who- has ni kado. exanpl e. comtel |l dupl ex. exanpl e. com

20: 36: 25. 774729 arp reply mi kado. exanpl e.comis-at 0:2:2d: b: ee: 4e

20: 36: 25. 774796 dupl ex. exanpl e. com 48455 > m kado. exanpl e. com ww. S
3200063165: 3200063165(0) wi n 5840 <nss 1460, sackCK, ti mest anp 38815804[ | tcp] >
(DF)

20: 36: 25. 779283 mi kado. exanpl e. com ww > dupl ex. exanpl e. com 48455: S
3494716463: 3494716463(0) ack 3200063166 wi n 5792 <nmss 1460, sackOK, ti mest anp
4620[ | tcp] > (DF)

20: 36: 25. 779409 dupl ex. exanpl e. com 48455 > mi kado. exanpl e.comww: . ack 1 win
5840 <nop, nop, tinestanp 38815805 4620> (DF)

20: 36: 25. 779787 dupl ex. exanpl e. com 48455 > ni kado. exanpl e. com ww. P
1:427(426) ack 1 win 5840 <nop, nop,tinmestanp 38815805 4620> (DF)

20: 36: 25. 784012 mi kado. exanpl e. com ww > dupl ex. exanpl e. com 48455: . ack 427
Wi n 6432 <nop, nop, ti nestanp 4620 38815805> (DF)

20: 36: 25. 845645 m kado. exanpl e. com ww > dupl ex. exanpl e. com 48455: P

1: 773(772) ack 427 win 6432 <nop, nop, tinmestanp 4626 38815805> ( DF)

20: 36: 25. 845732 dupl ex. exanpl e. com 48455 > mi kado. exanpl e.com ww. . ack 773
Wi n 6948 <nop, nop, ti mestanp 38815812 4626> (DF)

9 packets received by filter
0 packets dropped by kernel

You can tell t cpdunp to be more specific by adding some filtering arguments. You can filter based on
source and destination hosts, networks, Ethernet addresses, protocols at many different layers in the
network model, and much more. Among the many packet protocols that t cpdunp recognizes are ARP,
RARP, ICMP, TCP, UDP, IP, IPv6, AppleTalk, and IPX packets. For example, if you wantt cpdunp to
output only TCP packets, run this command:

tcpdunp tcp

If you want to see Web packets and UDP packets, use this command:

tcpdunp udp or port 80

In the preceding examples, t cp,udp, and port 80 are called primitives. The most important primitives
are in Table 6-3:

Table 6-3: t cpdunp Primitives



‘ Primitive ‘ Packet Specification

‘t cp ‘TCP packets

‘ udp ‘ UDP packets

‘ portport ‘TCP and/or UDP packets to/from port por t
‘ host host ‘ Packets to or from host

‘ net net wor k ‘ Packets to or from net wor k

As you saw in the example, or is an operator. Other operators include and and ! ; you may use
parentheses for grouping. If you're going to do any serious work with t cpdunp, make sure that you read
the manual page, especially the section that describes the primitives.

Note Use good judgment when using t cpdunp. The output shown earlier in this section includes only
packet TCP (transport layer) and IP (Internet layer) header information, but you can also make
t cpdunp print the entire packet contents. Even though many network operators make it far too
easy to look at their network packets, it doesn't mean that you should. Don't snoop around on
networks other than the ones you own, unless you happen to be in the espionage business and
understand the risks of having sensitive wiretapped data.

If you find that you need to do a lot of packet sniffing, you should probably consider a GUI alternative to
t cpdunp named Ethereal.

6.5.3Netcat

If you need more flexibility in connecting to a remote host than a command such as t el net host port
allows, use net cat (or nc). Netcat can connect to remote TCP/UDP ports, specify a local port, listen on
ports, scan ports, redirect standard I/O to and from network connections, and more.

To open a TCP connection to a port, run this command:

net cat host port

net cat does not terminate until the other side of the connection ends the connection. This can confuse
you if you redirect standard input to net cat . You can end the connection at any time by pressing
CONTROL-C.

To listen on a port, run this command:

netcat -1 -p port

Note There are two versions of netcat. The somewhat quirky original has just one executable name,
nc, with a final version number of around 1.10. However, there is a newer GNU version using the
namenet cat , though the current version numbers are lower than the original. The new version
includes several improvements, not the least of which is a manual page.

The netcat utility is very specific in its treatment of the network connection; in particular, it does not like to
exit until the network connection has terminated. If this behavior doesn't suit your application (in particular,
if you'd like the program and network connection to terminate based on the standard input stream), try the
sock program instead.



6.6Remote Procedure Call (RPC)

RPC stands for remote procedure call. The basic idea is that programs call functions on remote programs
(identified by program numbers), and the remote programs return a result code or message.

RPC implementations use transport protocols such as TCP and UDP, and they require a special
intermediary service to map program numbers to TCP and UDP ports. The server is called por t map, and

it must be running on any machine that wants to use RPC services.

If you want to know what RPC services your computer has, run this command:

rpcinfo -p | ocal host

RPC is one of those protocols that just doesn't seem to want to die. The unpleasant Network File System
(NFS) and Network Information Service (NIS) systems use RPC, but they are completely unnecessary on
stand-alone machines. But whenever you think that you've eliminated all need for por t map, something
else comes up, such as File Access Monitor (FAM) supportin GNOME.



6.7Network Security

Because Linux is a very popular Unix flavor on the PC platform, it attracts more unpleasant characters
who try to break into computer systems. Section 5.13 talked about firewalls, but this isn't really the whole
story on security.

Network security attracts extremists. Those who are interested in breaking into systems do so because
they really like to, and those who come up with elaborate schemes to protect themselves do so because
they really like to swat away people trying to break into their systems.

Most people would rather just not have to deal with it, but that attitude and a broadband connection will get
your system compromised in no time. Fortunately, you don't need to know very much to keep your system
safe. Here are a few basic rules of thumb:

Run as few services as possible Intruders can't break into services that don't exist on your system.
If you know what a service is, and you're not using it at the moment, don't turn it on just in case you
might want it sometime.

Block as much as possible with a firewall Unix systems have a number of internal services that
you may not know about, such as TCP port 6000 for the X Window System server. No other system in
the world needs to know about these services, and no other system in the world should know about
them, either. Furthermore, it is very difficult to track and regulate the services on your system,
because many different kinds of programs listen on ports. You can prevent intruders from discovering
internal services with effective firewall rules. Refer to Section 5.13.1 for an example firewall.

Keep on top of the services that you offer to the entire Internet If you run an SSH server or
Postfix or other services, make sure that you have the ability to stay up to date with the software and
get appropriate alerts. See Section 6.7.4 for some online resources.

Don't give an account to anyone who doesn't need an account It's much easier to gain superuser
access from alocal account than it is to break in remotely. In fact, given the huge base of software
(and the resulting bugs and design flaws) available on most systems, it's almost laughably easy to
gain superuser access to a system after you get to a shell prompt. Don't assume that your friends
know how to protect their passwords (or to choose good passwords in the first place).

Avoid installing dubious binary packages They can contain Trojan horses.

That's the practical end of protecting yourself. You should know a few basics on why it is important to do
so. There are three basic kinds of network attacks:

Full compromise This means getting superuser access (full control) of a machine. An intruder can
accomplish this by trying a service attack, such as a buffer overflow exploit, or by taking over a poorly
protected user account, and then trying to exploit a poorly written setuid program.

Denial-of-service (DoS) attacks These prevent a machine from carrying out its network services, or
they force a computer to malfunction in some other way without any special access. These attacks are
harder to prevent, but they are easier to respond to.

Virus or worm Linux users are mostly immune to email worms and viruses, simply because their
email clients aren't so stupid as to actually run programs that they get in message attachments, and
Linux isn't as attractive a target as Windows. However, you can create a Linux virus; it's been done
before, and as Linux gains popularity, it will happen with increasing frequency. Avoid binary software
distributions, especially from places that you've never heard of. Some network services have been
susceptible to worms before, and history is doomed to repeat itself.

6.7.1Where Linux Distributions Stand

Not long ago, installing certain Linux distributions on easily accessible networks (such as university
networks) practically ensured security compromises. These distributions activated every single service by



default and had no default firewalling. It wasn't just Linux, either — Solaris was remarkably good at leaving
the door open, not to mention the hundreds of Windows exploits, and so on.

Linux distributions are better now; they do not activate every possible service, and they tend to come with
preconfigured firewalls. There is no doubt that the firewalls do most of the work. Programmers delight in
adding new network services, especially for GUI applications and support, but security often takes a
backseat. Better authentication (such as the Kerberos system) would help tremendously, but this happens
to be one of the weakest and most disorganized areas of most applications.

A firewall isn't necessarily the ideal solution, but it does offer a uniform way to block all network traffic. The
only thing that ever came close to this in the past was the TCP wrapper system, but that only worked for
i net d servers and applications that specifically included wrapper support.

In a perfect world, programmers would write invulnerable code, but while you wait for a perfect world, you
need to know what to look out for.

6.7.2Typical Vulnerabilities

There are two important kinds of vulnerabilities that you need to worry about: direct attacks and clear-text
password sniffing. Direct attacks just try to take over your machine without being terribly subtle. The most
common type of direct attack is a buffer overflow exploit, where a careless programmer doesn't check the
bounds of a buffer array. The attacker fabricates a stack frame inside a huge chunk of data, dumps it to
the remote server, then hopes that the program overwrites its program data and eventually executes the
new stack frame. It's a somewhat complicated attack, but easy to replicate.

On the other hand, clear-text passwords can allow intruders to log in to your machine. From there, they will
inevitably try to gain superuser access locally (which is much easier than making a remote attack), try to
use the machine as an intermediary for attacking other hosts, or both.

Note If you have a service that you need to encrypt, but the service offers no native support, you can
try Stunnel (http://www.stunnel.org/), an encryption wrapper package much like TCP wrappers.
Liket cpd, Stunnel is especially good at wrapping i net d services.

Some servers are chronic targets of attacks because of poor implementation and design. You should
deactivate the following services if you ever come across them:

sendnai | | would usually not rail against a specific program, but Sendmail has an exceptionally long
history of exploitation. There are two very good alternative mail servers, Postfix
(http://www. postfix.org/) and gmail (http://www.gmail.org/).

f t pd For whatever reason, all FTP servers seem plagued with vulnerabilities. In addition, most FTP

servers use clear-text passwords. If you have to move files from one machine to another, consider an
SSH-based solution or anr sync server.

tel netd, rlogind, rexecd All of these pass remote session data (including passwords) in clear-
text form. Avoid them unless you happen to have a Kerberos-enabled version.

fi ngerd Intruders can get user lists and other information with the finger service.

6.7.3Port Scanning

Listing your open ports and firewall configuration with net st at and i pt abl es is a good start for staying
on top of unwanted traffic, but you may want to go a step further with Nmap (Network Mapper), a program
that scans all of the ports on a machine or network of machines, looking for potential vulnerabilities. Nmap
gives you a view from the outside and eliminates guessing which ports are open. Most intruders use
Nmap, and you can get it at http://www.insecure.org/.

Warning If someone else controls the network that you want to Nmap (or run Nmap from), ask that
person if it's all right that you do so. Network administrators watch for port scans and delight
in stomping on any machine that runs a scan.

Just run nmaphost to run a generic scan on a host. Here's an example scan:

Starting nmap 3.30 (http://ww.insecure.org/nmap/) at 2003-08-04 16:25 PDT
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Interesting ports on host (10.1.2.2):
(The 1636 ports scanned but not shown bel ow are in state: closed)
Por t State Service

9/tcp open di scard

13/tcp open dayti ne

22/tcp open ssh

37/tcp open tinme

111/tcp open sunr pc

113/ tcp open aut h

6000/ tcp open X11

Nmap run conpleted -- 1 I P address (1 host up) scanned in 0.594 seconds

The host in this example probably doesn't have any kind of firewall running, because it has quite a few
open ports.

Nmap can do much more — have a look at its manual page and the considerable online resources.

6.7.4Security Resources

Here are three good security sites:

http://www.sans.org/ Offers training, services, a free weekly newsletter of the top current
vulnerabilities, sample security policies, and more.

http://www.cert.org/ A place to look for the most severe problems.

http://www.insecure.org/ This is the place to go for Nmap and pointers to all sorts of network exploit
testing tools. It's much more open and specific about exploits than many other sites.
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Chapter 7: Introduction to Shell Scripts

Overview

If you can enter commands into the shell, you can write Bourne shell scripts. A script is a series of
commands written in a file, and the shell reads the commands from the file just as it would if you typed
them into a terminal.

As with any program on Unix systems, you need to set the executable bit for the script file, but you must
also set the read bit. The easiest way to do this is as follows:

chnod +x scri pt

Thischnod command allows other users to read and execute scri pt . If you don't want that, use the
absolute mode 700 instead (and refer back to Section 1.17 for a refresher on permissions).



7.1Shell Script Basics

All Bourne shell scripts should start with the following line, indicating that the / bi n/ sh program should
execute the commands in the script file:

#! / bi n/ sh

Make sure that no whitespace appears at the beginning of the script file. You can list any commands that
you want the shell to execute following the #! / bi n/ sh line. Here is a very simple example:

#1/bi n/ sh
#
# Print sonmething, then run |s

echo About to run the |s command.
I's

A# character at the beginning of a line indicates that the line is a comment; that is, the shell ignores
anything on a line after a #. Use comments to explain parts of your scripts that are not easy to understand.

After creating a script and setting its permissions, you can run the script by placing the script file in one of
the directories in your command path and then running the script name on the command line.
Alternatively, you can run . / scri pt if the scriptis located in your current working directory.

7.1.1Limitations of Shell Scripts

The Bourne shell manipulates commands and files with relative ease. You already saw the way the shell
can redirect output in Section 1.14; this is one of the important elements of shell script programming.
However, shell scripts are not the be-all and end-all of Unix programming. If you're trying to pick apart
strings or do arithmetic computations, or if you want functions or complex control structures, you're better
off using a scripting language like Perl, Python, or awk, or perhaps even a compiled language like C.

Be aware of your shell script sizes. Bourne shell scripts aren't meant to be big (though you will undoubtedly
encounter some monstrosities in your time).



7.2Quoting

Aliteral is a string that you want the shell to leave alone and pass to the command line. To see where a
literal is useful, consider how the shell normally expands * to all files and directories in the current
directory, then passes all those items on to the current command line. If you just want a star (*) to be used
by a command, as you would for gr ep and other programs that use regular expressions, you need special
notation to pass a literal *.

The easiest way to make the shell leave a string alone is to enclose the entire string in single quotes.
Here's an example with gr ep and *:

grep 'r.*t' /etc/passwd
All characters located between the two single quotes, including any spaces, make up a single literal.

Therefore, the following command does not work, because it asks the gr ep command to search for the
stringr. *t / et ¢/ passwd from the standard input (because there is only one parameter):

grep 'r.*t /etc/passwd'

Double quotes (") work just like single quotes, except that the shell expands any variables that appear
within double quotes, whereas it does not expand variables located between single quotes. You can see
the difference by running the following command and then replacing the double quotes with single quotes
and running it again.

echo "There is no * in nmy path: $PATH'

One tricky part to using literals with the Bourne shell is passing a literal single quote to a command. One
way to do thisis to place a backslash before the single quote character:

echo | don\'t like contractions inside shell scripts.

The backslash and quote must appear outside any pair of single quotes. Astring such as' don\ 't results
in a syntax error. However, oddly, you can enclose the single quote inside double quotes, as the following
example shows (the output is identical to that of the preceding command):

echo "I don't like contractions inside shell scripts.”



7.3Special Variables

Most shell scripts understand command-line parameters and interact with the commands that they run. To
take your scripts from simple lists of commands to more flexible programs, you need to know how to use
the special Bourne shell variables. Using special variables is not much different than using any other shell
variable (see Section 1.8), but you cannot change the value of certain special variables.

After reading the next few sections, you will understand why shell scripts accumulate many special
characters as they are written. If you're trying to understand a shell script and you come across a line that
looks completely incomprehensible, pick it apart piece by piece.

7.3.1%1, $2, ...

$1,$2, and all variables named as positive nonzero integers contain the values of the script parameters,
or arguments.

Let's say the name of the following script is named pshow.

#! / bi n/ sh
echo First argunent: $1
echo Third argunent: $3

Runningpshow one two t hr ee produces this output:

First argunent: one
Third argunent: three

The built-in shell command shi ft is used with argument variables. This command removes the first
argument ($1) and advances the rest of the arguments forward — that is, $2 becomes $1,$3 becomes
$2, and so on. Assume that the name of the following script is shi f t ex:

#!/ bin/ sh

echo Argurent: $1
shift

echo Argurent: $1
shift

echo Argurent: $1
shift

Runshi ftex one two three. This output appears:

Argunent: one
Argunent: two
Argunent: three

7.3.2%#

The$# variable holds the number of arguments passed to the script. This variable is especially important
when running shi ft in aloop to pick through arguments; when $# is 0, no arguments remain, so $1 is
empty. (See Section 7.6 for a description of loops.)

7.3.3%5@

The$@variable represents all of the script's arguments, and itis very useful for passing all of a script's
arguments to one of the commands inside the script. For example, you will learn in Section 12.6 that the
arguments to Ghostscript (gs) are complicated. Suppose that you want a shortcut for rasterizing a
PostScript file at 150 dpi, using the standard output stream, but also leaving the door open for passing
other options to gs. You could write a script like the following that allows for additional command-line



options:

#1/ bin/ sh
gs -q -dBATCH - dNOPAUSE - dSAFER -sQut put Fi | e=- -sDEVI CE=pnnr aw $@

Note If a line in your shell script gets too long for your text editor, you can split it up with a backslash
(\). For example, you can alter the preceding script as follows:

#1/bin/sh
gs -q - dBATCH - dNOPAUSE - dSAFER \
-sQut put Fi | e=- - sDEVI CE=pnnr aw $@

A double-quoted $@(" $@ ) expands to the parameters separated by spaces.

7.3.43%0

The$0 variable holds the name of the script, and it is useful for generating diagnostic messages. Let's say
that your script needs to report an invalid argument that is stored in the $BADPARMv ariable. You can print
the diagnostic message with the following line so that the script name appears in the error message:

echo$0: bad option $BADPARM

You should send diagnostic error messages to the standard error. Recall from Section 1.14.1 that 2>&1

redirects the standard error to the standard output. For writing to the standard error, you can reverse the
process with 1>&2. To do this for the preceding example, use this:

echo $0: bad option $BADPARM 1>&2

7.3.5%%

The$$ variable holds the process ID of the shell.

7.3.6%$7?

The$? variable holds the exit code of the last command that the shell executed. Exit codes are critical to
mastering shell scripts, and they're discussed next.



7.4Exit Codes

When a Unix program finishes, it leaves an exit code for the parent process that started the program. The
exit code is a number and is sometimes called an error code. When the exit code is zero (0), this means
that the program ran without problems. However, if the program has an error, it usually exits with some
number other than 0.

The exit code of the last command is held in the $? special variable, so you can check it out for yourself at
your shell prompt:

$1s / > /dev/nul

$ echo $?

0

$ |'s /asdfasdf > /dev/nul

I s: /asdfasdf: No such file or directory
$ echo $?

1

You can see that the successful command returned 0 and the unsuccessful command returned 1.

If you intend to use the exit code of a command, you must use or store the code immediately after running
the command. For example, if you run athird echo $? just after the preceding series of commands, the
result would be O because the second of the two echo commands completed successfully.

When writing shell code that aborts a script abnormally, you should use something like exi t 1 topass an
exit code of 1 back to whatever parent process ran the script. You don't necessarily have to use 1; for
example, you may want to use different numbers for different conditions.

Note A few programs like di f f and gr ep use nonzero exit codes to indicate normal conditions. For
example,gr ep returns 1 if it finds something matching its pattern in its input, and O if not. In this

case, the nonzero exit code is not an error. These commands use other exit codes for errors:
grep anddi ff use 2 for real problems. If you think a program is using a nonstandard exit code,

read its manual page. The exit codes are usually explained in the DIAGNOSTICS section.



7.5Conditionals

The Bourne shell has special constructs for conditionals, such as if/then/else and case statements. Here is
a simple script with an i f conditional that checks to see if the script's first argument is hi :

#!/ bi n/ sh
if [ $1 = hi ]; then
echo 'The first argunment was "hi

el se
echo -n 'The first argunment was not "hi" '
echo It was '""'$1'"'

fi

Thewords i f ,t hen,el se, and fi in the preceding script are shell keywords. Everything else is a
command. This is an extremely important point, because one of the commandsis[$1 = "hi" ]. The]|
character is an actual program on a Unix system; it is not special shell syntax. All Unix systems have a
command called [ that performs tests for shell script conditionals. This program is also known as t est —
careful examination of [ and t est should reveal that they share an inode, or one is a symbolic link to the
other.

Now you can see why the exit codes in Section 7.4 are so important, because this is how the whole
process works:

1. The shell runs the command after the i f keyword and collects the exit code of that command.

2. If the exit code is 0, the shell executes whatever commands follow the t hen keyword, stopping
when it reaches an el se or fi keyword.

3. If the exit code is not 0 and there is an el se clause, the shell runs the commands after the el se
keyword.

4. The conditional ends atfi .

Note There is a slight problem with the conditional in the preceding example — a very common
mistake.$1 could be empty, because the user might not enter a parameter. Without a
parameter, the test reads [ =" hi " ], and the [ command aborts with an error. You can fix it by
enclosing the parameter in quotes in one of the two following ways (both are common):

if [ "$1" = hi ]; then
if [ x"$1" = x"hi" ]; then

It is worth repeating that the stuff following i f is always a command. You need a semicolon (; ) after the
test command — if you skip the semicolon, the shell passes t hen as a parameter to the test command. (If
you don't like the semicolon, you can put the t hen keyword on a separate line.)

Here is an example that uses gr ep instead of the [ command:

#!/ bi n/ sh
if grep -q daenon /etc/passwd; then
echo The daenon user is in the passwd file.
el se
echo There is a big problem daenon is not in the passwd file.
fi

There is alsoan el i f keyword that lets you string i f conditionals together like this:

#!1/ bin/ sh
if [ $1 = "hi" ]; then

echo ' The first argument was "hi
elif [ $2 = "bye" ]; then

echo ' The second argunent was "bye
el se



echo -n 'The first argunent was not "hi" and the second was not "bye"--
eChO They V\Bre LRI $1| " and T $2l nia
fi

Don't get too carried away with el i f, because the case construct that you will see in Section 7.5.3 is
usually more appropriate.

7.5.1&& and || Logical Constructs

There are two quick one-line conditional constructs that you may see from time to time: && ("and") and | |
("Or")_

The&& construct works like this:

commandl && command?2

Here, the shell runs commandl, and if the exit code is O, it also runs command?2.

The| | constructis similar; if the command before a | | returns a nonzero exit code, the shell runs the
second command.

&& and || oftenfind their way into use ini f tests. In both cases, the exit code of the last command run
determines how the shell processes the conditional. In &&, if the first command fails, the shell uses its exit
code for thei f statement, but if the first command is successful, the shell uses the exit code of the
second command for the conditional. For | | , the shell uses the exit code of the first command if
successful, or the exit code of the second if the first is unsuccessful.

Here is an example:

#!/ bin/ sh

if [ "$1" =hi ] || [ "$1" = bye ]; then
echo 'The first argunment was "' $1'"'

fi

If your conditionals include the test ([ ) command (as here), you can use - a and - o instead of & and | | ,
as described in the next section.

7.5.2Testing Conditions

You have already seen how [ works; the exit code is 0 if the test is true and nonzero when the test fails.
You also know how to test string equality with [ str1 = str2 ].

However, remember that shell scripts are well suited to operations on entire files. An important reason for
this is that the most useful [ tests involve file properties. For example, the following line checks whether
fil eisaregularfile (not a directory or special file):

[ -f file ]

In a script, you might see the - f test in a loop similar to this next one, which tests all of the items in the
current working directory:

for filename in *; do
if [ -f $filenane ]; then
Is -1 $filenane
file $filenane
el se
echo $filenane is not a regular file.
fi
done



You caninvert a test by placing the ! operator before the test. For example, [!-ffil e ] returnstrue if
fil eisnotaregularfile. Furthermore, the - a and - o flags are the and and or operators (for example, [ -
ffilel-afile2 ]).

There are dozens of test operations that fall into three general categories: file tests, string tests, and
arithmetic tests. The info pages contain complete online documentation, but the test(1) manual page is
also a fast reference. The following sections outline the main tests (some of the less common tests have
been omitted).

File Tests

Most file tests, like - f , are called unary operations because they require only one argument — the file to
test.

Here are two important file tests:
- e Returns true if afile exists

- s Returns true if afile is not empty

Several operations inspect a file's type, meaning that they can determine whether something is a regular
file, a directory, or some kind of special device. Those operations are listed in Table 7-1. There are also a
number of unary operations that check a file's permissions, as listed in Table 7-2 on the next page (see
Section 1.17 for an overview of permissions).

Table 7-1: File Type Operators

‘ Operator ‘ Tests For
- f ‘ Regular file
-d ‘ Directory
-h ‘Symboliclink
-b ‘ Block device
-C ‘ Character device
-p ‘ Named pipe
-S ‘ Socket
Table 7-2: File Permissions Operators
‘ Operator ‘ Returns True if the File Is:
-r ‘ Readable
-w ‘Writable
- X ‘ Executable
-u ‘ Setuid
-g ‘ Setgid
-k "Sticky"

Note Except for - h,t est follows symbolic links. That is, if | i nk is a symbolic link to a regular file, [
-f 1ink ] returnsan exit code of true (0).

Finally, there are three binary operators (tests that need two files as arguments) that are used in file tests,
but they are not terribly common. Consider this command that includes - nt (newer than):

[filel -nt file2 ]

This exits true if fi | e1 has a newer modification date than fi | e2. The - ot (older than) operator does the
opposite. And if you need to detect identical hard links, - ef compares two files and returns true if they
share inode numbers and devices.



String Tests

You have already seen the binary string operator =, which returns true if its operands are equal. The ! =
operator returns true if its operands are not equal.

There are two unary string operations:
- z Returns true if its argumentis empty ([ - z

] returns 0)

- n Returns true if its argumentis notempty ([ - n ] returns 1)

Arithmetic Tests
It's important to recognize that = looks for string equality, not numeric equality. Therefore, [ 1=1] returns

0 (true), but[ 01 = 1 ] returns false. If you want to work with numbers, use - eq instead — [ 01-eq 1
] returnstrue. Table 7-3 provides the full list of numeric comparison operators.

Table 7-3: Arithmetic Comparison Operators

‘ Operator ‘ Returns True When the First Argument Is . . . the Second
-eq ‘ Equal to

- ne ‘ Not equal to

-1t ‘ Less than

- gt ‘ Greater than

-le ‘ Less than or equal to

-ge ‘ Greater than or equal to

7.5.3Matching Strings with case

Thecase keyword forms another conditional construct that is exceptionally useful for matching strings.
case does not execute any test commands and therefore does not evaluate exit codes. Here is an
example that should tell most of the story:

#!/ bi n/ sh
case $1 in
bye)
echo Fine, bye.
hi | hel | o)
echo Nice to see you.
mhat;j
echo What ever.
*) v
echo ' HUh?'
esac

The shell executes this as follows:
1. The script matches $1 against each case value demarcated with the) character.

2. If a case value matches $1, the shell executes the commands below the case until encountering
; ;. The shell then skips to the esac keyword.

3. The conditional ends with esac.

For each case value, you can match a single string (such as bye in the preceding example), multiple
strings with | (hi | hel | o returns true if $1 equals hi or hel | 0), or make use of the * or ? wildcards
(what *). If you want to make a case that catches all possible values other than the case values specified,
use a single *, as shown by the final case in the preceding example.



Note Each case must end with a double semicolon (; ; ). You risk a syntax error otherwise.



7.6Loops

There are two kinds of loops in the Bourne shell; f or loops and whi | e loops. The f or loop is much more
common; itis actually a "foreach" loop. Here's an example:

#!/ bi n/ sh

for str in one two three four; do
echo $str

done

Here,f or ,i n,do, and done are all shell keywords. The shell executes the code as follows:

1. The shell sets the variable st r to the first of the four space-delimited values following the i n
keyword (one).

2. The shell runs the echo command between the do and done.

3. The shell goes back to the f or line, setting st r to the next value (t wo), runs the commands
betweendo and done, and repeats the process until it is through with the values following the i n
keyword.

Therefore, the output of this script looks like this:

one
t wWo
t hree
f our

The Bourne shell's whi | e loop uses exit codes, like the i f conditional. This example does ten iterations:

#!/ bi n/ sh
FI LE=/t np/ whi | et est . $$;
echo firstline > $FI LE

while tail -10 $FILE | grep -q firstline; do
echo -n Nunber of lines in $FILE ' '
we -1 $FILE | awk '{print $1}'
echo new i ne >> $FI LE

done

rm-f $FILE

Here, the exit code of grep -q firstlineisthe test. As soon as the exit code is nonzero (in this case,
when the string fi rst1i ne nolonger appears in the last ten lines in $FI LE), the loop exits. You can
break out of a whi | e loop with the br eak statement.

The Bourne shell also has an unt i | loop that works just like whi | e, except that it breaks the loop when it
encounters a zero exit code rather than a nonzero exit code. This said, you shouldn't need to use the

whi | e and unt i | loops often. The somewhat obscure example in this section is indicative of the nature
ofwhi | e loops; if you need to use whi | e, you should probably be using a language like awk or Perl
instead.



7. 7Command Substitution

The Bourne shell can redirect a command's standard output back to the shell's own command line. That is,
you can use a command's output as an argument to another command, or you can store the command
output in a shell variable. You do this by enclosing a command in backquotes (*).

Here's an example that stores a command inside a variable, FLAGS:

#!/ bin/ sh
FLAGS="grep ~flags /proc/cpuinfo | sed '"s/.*://' | head -1°
echo Your processor supports:
for f in $FLAGS; do
case $f in
f pu) MSG="fl oati ng point unit"

3dnow) i\/'SGz"SDNONgraphi cs extensions"

nmrr) I\/SG= nenory type range register

*) Néct"unknown"
esac .
echo $f: $MSG
done

The second line contains the command substitution, in bold type. This example is somewhat complicated,
because it demonstrates that you can use both single quotes and pipelines inside the command
substitution backquotes. The result of the gr ep command is sent to the sed command (more about sed
later), which removes anything matching the expression . *: , and the result of sed is then passed to
head.

It's too easy to go overboard with command substitution. For example, don't use " | s in a script, because
using the shell to expand * is faster. Also, if you want to invoke a command on several filenames that you
get as a result of a f i nd command, you may want to consider using a pipeline to xar gs rather than
command substitution (see Section 7.10.4).



7.8Temporary File Management

Sometimes it is necessary to create a temporary file to collect output for use by a later command. When
making such a file, you must make sure that the filename is unique enough that no other programs will
accidentally write to the temporary file.

You should know how to use the nkt enp command to create temporary filenames. Here is a script that
shows you what device interrupts have occurred in the last two seconds:

#!/ bi n/ sh
TMPFI LE1="nkt enp /tnp/i ml. XXXXXX
TMPFI LE2="nkt enp /tnp/ i m2. XXXXXX

cat /proc/interrupts > $TMPFI LEL1
sleep 2

cat /proc/interrupts > $TWPFI LE2
diff $TMPFI LE1 $TMPFI LE2

rm-f $TMPFI LE1 $TMPFI LE2

The argument to mkt enp is a template. nkt enp converts the XXXXXX to a unique set of characters and
creates an empty file with that name (without the XXXXXX, the command fails). Notice that this script uses
variable names to store the filenames, so that you only have to change one line if you want to change a
filename.

Note Not all Unix flavors come with nkt enp. If you're having portability problems, you might want use
the$$ special variable to construct a temporary filename based on the process ID.

Another problem is that scripts that employ temporary files are vulnerable to signals that abort the script
and leave temporary files behind. In the preceding example, pressing CONTROL-C before the second cat
command leaves a temporary file in / t np. You want to avoid this if possible. Use the t r ap command to
create a signal handler to catch the signal that CONTROL-C generates. The handler removes the
temporary files:

#!/ bi n/ sh

TMPFI LE1="nkt enp /tnp/iml. XXXXXX

TMPFI LE2="nkt enp /tnp/i m2. XXXXXX

trap "rm-f $TMPFILEL $TMPFI LE2; exit 1" INT

Notice that you must use exi t in the handler to explicitly end script execution. Otherwise, the shell
continues running as usual after running the signal handler.



7.9Here Documents

Sometimes you want to print a large section of text or feed a lot of text to another command. Rather than
using several echo commands, you can employ the shell's here document feature.

The following is a script that shows how here documents work:

#!/ bi n/ sh
DATE="dat e’
cat <<EOF
Dat e: $DATE

The out put above is from Unix date conmmand.
It's not a very interesting conmand.
EOF

The items in bold control the here document. <<EOF tells the shell to redirect all lines that follow to the
standard input of the command that precedes <<ECF, which in this case is cat . The redirection stops as
soon as the EOFmarker occurs on a line by itself. The marker that you use doesn't have to be EOF — use
any string that you like, but remember that you must use the same marker at the beginning and end of the
here document, and that convention dictates that the marker be in all uppercase letters.

Notice also that there is a shell variable in the here document. The shell expands shell variables inside
here documents. This is especially useful when you're printing out some kind of report and have many
variables to putinto a larger form.



7.10Important Shell Script Utilities

There are several programs that are particularly useful in shell scripts. Some utilities (such as basenane)

are really only practical when used in conjunction with other programs, and therefore usually don't find a
place outside of shell scripts, but others, such as awk, can be quite useful on the command line too.

7.10.1basename

If you need to strip the extension off of a filename or get rid of the directories in a full pathname, use the
basenanme command.

Try these examples on the command line to get a feel for how the command works:

basenane exanple.htnm .htm
basenane /usr/ | ocal/bi n/ exanpl e

In both cases, basenan® returns exanpl e. The first command strips the . ht m suffix from
exanpl e. ht m , and the second removes the directories from the full pathname.

Here is an example of how you can use basenan® in a script to convert GIF image files to the PNG
format:

#! / bi n/ sh
for filein *.gif; do

# exit if there are no files

if [ ! -f $file]; then

exit

fi

b="basenanme $file .gif"

echo Converting $b.gif to $b.png..

gi ftopnm $b.gif | pnntopng > $b. png
done

7.10.2awk

You may have seen the awk command already. This is not a simple single-purpose command — it's a
powerful programming language. Perhaps unfortunately, awk is now something of a lost art due to larger
languages such as Perl.

However, entire books do exist on the subject of awk, including The AWK Programming Language [Aho
1988]. This said, you will see many, many people use awk to pick a single field out of an input stream like
this:

Is -1 | awk '{print $5}'

This command prints the fifth field of the | s output (the file size); the result is a list of file sizes.

7.10.3sed

sed stands for stream editor, and it is an automatic text editor that takes an input stream (a file or the
standard input), alters it according to some expression, and prints the results to standard output. In many
respects,sed is somewhat similar to ed, the original Unix text editor. It has dozens of operations,
matching tools, and addressing capabilities. Like awk, there are books about sed, including one that
covers both utilities, sed & awk [Dougherty].

Althoughsed is a big program, and an in-depth analysis is beyond the scope of this book, it's easy to see
how it works. In general, sed takes an address and an operation as one argument. The address is a set of
lines, and the command determines what to do with the lines.



For example, the following command reads / et ¢/ passwd, deletes lines three through six and sends the
result to the standard output:

sed3, 6d /etc/ passwd

In this example, 3, 6 is the address (a range of lines), and d is the operation (delete). If you omit the
address,sed operates on all lines in its input stream. The two most common sed operations are probably
s (search and replace) and d.

Let's go through a few more sed examples. In all of the examples, single quotes are necessary to prevent
the shell from expanding special characters like * and $.

The following command replaces the regular expression exp with t ext (see Section 1.5.1 for basic
information on regular expressions):

sed 's/exp/text/'

The preceding command replaces only one instance of the expression exp per line. To replace all
instances of exp, use the g modifier at the end of the operation:

sed 's/exp/text/g

You can also use a regular expression as the address. The following command deletes any line that
matches the regular expression exp:

sed '/exp/d

7.10.4xargs

If you ever have to run one command on a huge number of files, the command or shell sometimes
responds that it can't fit all of the arguments in its buffer. Use xar gs to get around this problem. xar gs

runs a command on each filename in its standard input stream.

Many people use xar gs in conjunction with the f i nd command. Here is an example that can help you
verify that every file in the current directory tree that ends with . gi f is actually in the GIF format:

find . -name "*.gif' -print | xargs file

In the preceding example, xar gs runsthe f i | e command. However, this invocation can cause errors or
leave your system open to security problems, because filenames can include spaces and newlines. If
you're writing a script or need extra security, use the following form instead, which changes the fi nd
output separator and the xar gs argument delimiter from a newline to a NULL character:

find . -name "*.gif" -print0 | xargs -0 file

Keep in mind that if you have a large list of files, xar gs starts a lot of processes. Don't expect great
performance.

Note You may need to add two hyphens (- - ) to the end of your xar gs command if there isa
possibility that any of the target files start with -. The - - is a way to tell a program that any
arguments that follow the - - are filenames, not options. However, keep in mind that not all
programs support - - .

7.10.5expr

If you need arithmetic operations in your shell scripts, the expr command can help you (and even do
some string operations). The command expr 1 + 2 prints 3; run expr --hel p for afull list of
operations.expr is a clumsy, slow way of doing math. If you find yourself using expr frequently, it



probably means that you should be using a language like Perl, Python, or awk instead of a shell script.

7.10.6exec

Theexec command is a built-in shell feature that replaces the current shell process with the program you
name after exec. Thisis a feature for saving system resources, but remember that there's no return; once
you run exec in a shell script, the script and shell running the script are gone, replaced by the new
command.

You can test it in a shell window. Try running exec cat . After you press CONTROL-D or CONTROL-C to
terminate the cat program, your window disappears because its child process no longer exists.



7.11Subshells

Sometimes you need to alter the environment in a shell slightly, but don't want a permanent change. You
can change and restore a part of the environment (such as the path or working directory) using shell
variables, but that is a clumsy way to go about things. The easy way around these kinds of problems is to
use a subshell, an entirely new shell process that you can create just for the purpose of running a
command or two. The new shell has a copy of the original shell's environment, and when the new shell
exits, any changes you made to its shell environment disappear, leaving the initial shell to run as normal.

To use a subshell, put the commands to be executed by the subshell in parentheses. For example, the
following line executes the command ugl ypr ogr amin ugl ydi r, leaving the original shell intact:

(cd uglydir; uglyprogram

Here's another example, showing how to add a component to the path that might cause problems as a
permanent change:

( PATH=/ usr/ conf usi ng: $PATH;, ugl ypr ogram

Pipes and background processes work with subshells too. The following example usest ar to make an
archive of the entire directory tree within or i g and then unpacks the archive into the new directory
t ar get , effectively duplicating the files and foldersin ori g:

tar cf - orig | (cd target; tar xvf -)

Warning Double-check this sort of command before you run it, because you want to make sure that
thet ar get directory exists and is completely separate from the or i g directory.



7.12Including Other Files in Scripts

If you need to include another file in your shell script, use the . operator. For example, this runs the
commands in the file confi g. sh:

config.sh

This "include” file syntax does not start a subshell, and it can be useful for a group of scripts that need to
use a single configuration file.



7.13Reading User Input

Ther ead command reads a line of text from the standard input and stores the text in a variable. For
example, the following command stores the input in $var :

readvar

This is a built-in shell command. It's useful to a certain extent, and when used in conjunction with other
shell features not mentioned in this book, you can do some more interesting things, but at a certain point
you have to ask yourself when enough is enough.



7.14Too Much?

The shell is so feature-rich that it's difficult to condense its important elements into a single chapter. If
you're interested in what else the shell can do, you might want to look at some of the books on shell
programming, such as Unix Shell Programming [Kochan], or the shell script discussion in The UNIX
Programming Environment [Kernighan].

Above all, remember what shell scripts do best — manipulate files and commands. If you find yourself
writing something that looks convoluted, especially if it involves string or arithmetic operations, then you
should probably look to a scripting language like Perl, Python, or awk.



Chapter 8: Development Tools

Unix is very popular with programmers not just due to the overwhelming array of tools and environments
available, but also because the system is exceptionally well documented and transparent. On a Unix
machine, you don't have to be a programmer to take advantage of development tools, and when working
with the system, you must know something about programming tools because they play a larger role in
Unix systems management than in other operating systems. At the very least, you should be able to
identify development utilities and have some idea of how to run them.

This chapter packs a lot of information into a small space, but you do not need to master everything here.
Furthermore, you can easily leave the material and come back later.

8.1The C Compiler

Knowing how to run the C compiler can give you a great deal of insight into the origin of the programs that
you see on your Linux system. The source code for nearly all Linux utilities, and for many applications on
Linux systems, is written in the C programming language. C is a compiled language, and C programs
follow the traditional development process: you write programs, you compile them, and they run. After you
write a C program, you must compile the source code that you wrote into a binary low-level form that the
computer understands.

The C compiler on most Unix systems is named cc (on Linux, this is usually a link to gcc), and C source
code files end with . c. Take a look at the single, self-contained C source code file called hel | o. c that
you can find in The C Programming Language [Kernighan and Ritchie]:

#i ncl ude <stdio. h>

mai n() {
printf("Hello, Wrld.\n");
}

To compile this source code, run this command:

cc hello.c

The result is an executable named a. out , which you can run like any other executable on the system.
However, you should probably give the executable another name (such as hel | 0). To do this, use the
compiler's- o option:

cc-o hello hello.c

For small programs, there isn‘t much more to compiling than that. You may need to add an extra include
directory or library (see Sections 8.1.2 and 8.1.3), but let's look at slightly larger programs before getting
into those topics.

8.1.1Multiple Source Files

Most C programs are too large to reasonably fit inside one single source code file. Mammoth files become
too disorganized for the programmer, and compilers sometimes even have trouble parsing large files.
Therefore, developers group components of the source code together, giving each piece its own file.

To compile the . c files, use the compiler's - ¢ option on each file. Let's say that you have two files,
mai n. ¢ and aux. c. The following two commands would do most of the work of building the program:

cc-c main.c
CC-C aux.c

The preceding two compiler commands compile the two source files into two object files (mai n. o and



aux. o). An object file is a nearly complete binary that a processor can almost understand, except that
there are still a few loose ends. First, the operating system does not know how to run an object file by
itself, and second, you may need to combine several object files to make a complete program.

To build a fully functioning executable from one or more object files, you must run the linker — the | d
command in Unix. Programmers rarely use | d on the command line, because the C compiler knows how
to run the linker program properly. To create an executable called mypr og from the two object files above,
run this command to links them:

CC -0 nyprog nain.o aux.o

Although you can compile multiple source files by hand, as the preceding example shows, it can be hard to
keep track of them all during the compiling process when the number of source files multiplies. The make
system described in Section 8.1.5 is the Unix standard for managing compiles. This system is especially
important in managing the files described in the next two sections.

8.1.2Header (Include) Files and Directories

Cheader files are additional source code files that usually contain type and library function declarations.
For example, st di 0. h is a header file (see the simple program in Section 8.1).

Unfortunately, a great number of compiler problems crop up with header files. Most glitches occur when
the compiler can't find header files and libraries. There are even some cases where a programmer forgets
to include a required header file, so some of the source code may not compile.

Tracking down the correct include files isn't always easy. Sometimes there are several include files with
the same names in different directories, and it's not clear which is the correct one. When the compiler can't
find an include file, the error message looks like this:

badi ncl ude. c: 1: notfound.h: No such file or directory

This message reports that the compiler cannot not find the not f ound. h header file that the
badi ncl ude. c file references. This specific error is a direct result of this directive on line 1 of
badi ncl ude. c:

#i ncl ude <not f ound. h>

The default include directory in Unix is / usr /i ncl ude; the compiler always looks there unless you
explicitly tell it not to (for example, with gcc - nost di nc). However, you can make the compiler look in
other include directories (most paths that contain header files have i ncl ude somewhere in the name).

For example, let's say that you find not f ound. hin /usr/j unk/ i ncl ude. You can make the compiler
see this directory with the - | option:

cc -c -l/usr/junk/include badinclude.c

Now the compiler should no longer stumble on the line of code in bad -i ncl ude. c that references the
header file.

You should also be careful of includes that use double quotes (*") instead of angle brackets (<>), like
this:

#i ncl ude "nyheader. h"

Double quotes mean that the header file is notin a system include directory, but that the compiler should
otherwise search its include path. It often means that the include file is supposed to be in the same
directory as the source file. If you encounter a problem with double quotes, you're probably trying to
compile incomplete source code.

What Is the C Preprocessor (cpp)?



TheC preprocessor is a program that the compiler runs on your source code before parsing the actual
program. The preprocessor rewrites source code into a form that the compiler understands; it's a tool for
making source code easier to read (and for providing shortcuts).

Preprocessor commands in the source code are called directives, and they start with the # character.
There are three basic types of directives:

Include files An #i ncl ude directive instructs the preprocessor to include an entire file. Note that the
compiler's- | flagis actually an option that causes the preprocessor to search a specified directory for
include files, as you saw in the previous section.

Macro definitions A line such as #def i ne BLAH sonet hi ng tells the preprocessor to substitute
sonet hi ng for all occurrences of BLAH in the source code. Convention dictates that macros appear
in all uppercase, but it should come as no shock that programmers sometimes use macros whose
names look like functions and variables. (Every now and then, this causes a world of headaches.
Many programmers make a sport out of abusing the preprocessor.)

Note that instead of defining macros within your source code, you can also define macros by passing
parameters to the compiler: - DBLAH=sonet hi ng works like the directive above.

Conditionals You can mark out certain pieces of code with #i f def #i f , and #endi f . The #i f def
MACRO directive checks to see if the preprocessor macro MACRO s defined, and #i f condi ti on
tests to see if condi ti on is non-zero. For both directives, if the condition following the "if statement"
is false, the preprocessor does not pass any of the program text between the #i f and the next

#endi f to the compiler. If you plan to look at any C code, you'd better get used to this.

An example of a conditional directive follows. When the preprocessor sees the following code, it checks to
see if the macro DEBUGIs defined, and if so, passes the line containing f pri nt f () on to the compiler.
Otherwise, the preprocessor skips this line and continues to process the file after the #endi f :

#i f def DEBUG
fprintf(stderr, "This is a debuggi ng nmessage.\n");
#endi f

Note The C preprocessor doesn't know anything about C syntax, variables, functions, and other
elements. It understands only its own macros and directives.

On Unix, the C preprocessor's name is cpp, but you can also run it with gcc - E. However, you will rarely
need to run the preprocessor by itself.

8.1.3Linking with Libraries

The C compiler does not know enough about your system to create a useful program all by itself. Modern
systems require libraries to build complete programs. A C library is a collection of common precompiled
functions that you can build into your program. For example, many executables use the math library
because it provides trigonometric functions and the like.

Libraries come into play primarily at link time, when the linker program creates an executable from object
files. For example, if you have a program that uses the math library, but you forget to tell the compiler to
link against that library, you'll see errors like this:

badmat h. o(. t ext +0x28) : undefi ned reference to 'sin'
badmat h. o(. t ext +0x36) : undefined reference to ' pow

The most important parts of these error messages are in bold. When the linker program examined the
badnmat h. o object file, it could not find the math functions that appear in bold, and as a consequence, it
could not create the executable. In this particular case, you might suspect that you forgot the math library
because the missing functions refer to mathematical operations (sine and exponentiation).

Note Undefined references do not always mean that you're missing a library. One of the program's
object files could be missing in the link command. It's usually easy to differentiate between
library functions and functions in your object files, though.

To fix this problem, you must first find the math library and then use the compiler's - | option to link



against the library. As with include files, libraries are scattered throughout the system (/ usr/ i b is the
system default location), though most libraries reside in a subdirectory named | i b. For the preceding
example, the math library fileis | i bm a (in / usr/ | i b), so the library name is m Putting it all together,
you would link the program like this:

cc -0 badmath badmath.o -1 m

You must tell the linker about nonstandard library locations; the parameter for this is - L. Let's say that the
badnmat h program requires | i bcrud. ain/usr/junk/|ib. To compile and create the executable, use a
command like this:

cC -0 badnmath badmath.o -Im-L/usr/junk/lib -1crud

Note If you want to search a library for a particular function, use the nmcommand. Be prepared for a
lot of output. For example, try this: nm /usr/1ib/1ibm a

8.1.4Shared Libraries

A library file ending with . a (such as | i bm a) is a static library. Sadly, the story on libraries doesn't end
here.

When you link a program against a static library, the linker copies machine code from the library file into
your executable. Therefore, the final executable does not need the original library file to run.

However, the ever-expanding size of libraries has made static libraries wasteful in terms of disk space and
memory.Shared libraries counter this problem. When you run a program linked against a shared library,
the system loads the library's code into the process memory space only when necessary. Furthermore,
many processes can share the same shared library code in memory.

Shared libraries have their own costs: difficult management and a somewhat complicated linking
procedure. However, you can bring shared libraries under control if you know four things:

= How to list the shared libraries that an executable needs
= How an executable looks for shared libraries

= How to link a program against a shared library

= What the common shared library pitfalls are

The following sections tell you how to use and maintain your system's shared libraries. If you're interested
in how shared libraries work, or if you want to know about linkers in general, you can look at Linkers and
Loaders [Levine], or at "The Inside Story on Shared Libraries and Dynamic Loading,"
[Beazley/Ward/Cooke]. The Id.so(8) manual page is also worth a read.

Listing Shared Library Dependencies

Shared library files usually reside in the same places as static libraries. The two standard library directories
on aLinux systemare/liband/usr/lib. The/lib directory should not contain static libraries.

A shared library has a suffix that contains . so, asinlibc-2.3.2.soandli bc. so. 6. To see what
shared libraries a program uses, run | ddpr og, where pr og is the executable name. Here is the output of
| dd /bi n/ bash:

libreadline.so.2 => /lib/libreadline.so.2 (0x40019000)

i bncurses.so.3.4 => /lib/libncurses.so. 3.4 (0x40045000)
libdl.so.2 =>/lib/libdl.so.2 (0x4008a000)

libc.so.6 =>/lib/libc.so.6 (0x4008d000)
/lib/ld-linux.so0.2 => /lib/ld-1inux.so.2 (0x40000000)

Executables alone do not know the locations of their shared libraries; they know only the names of the
libraries, and perhaps a little hint. A small program named | d. so (the runtime dynamic linker/loader) finds
and loads shared libraries for a program at runtime. The preceding | dd output shows the library names on



the left — that's what the executable knows. The right side shows where | d. so finds the library.

How Ild.so Finds Shared Libraries

The first place that the dynamic linker should normally look for shared libraries is an executable's
preconfiguredruntime library search path (if one exists). You will see how to create this path shortly.

Next, the dynamic linker looks in a system cache, / et ¢/ | d. so. cache, to see if the library isin a
standard location. This is a fast cache of the names of library files found in directories listed in the cache
configuration file / et ¢/ | d. so. conf. Each line in this file is a directory that you want to include in the
cache. The list of directories is usually short, containing something like this:

fusr/ X11R6/1ib
fusr/lib/libch-conpat

The standard library directories /| i b and/ usr/1i b are implicit — you don't need to include them in
/etc/ld.so.conf.

If you alter | d. so. conf or make a change to one of the shared library directories, you must rebuild the
[ etc/ld.so. cache file by hand with the following command:

[ dconfig -v

The- v option provides detailed information on libraries that | dconf i g adds to the cache and any
changes that it detects.

There is one more place that | d. so looks for shared libraries: the environment variable
LD LI BRARY_PATH. Before discussing this variable, let's look at the runtime library search path.

Linking Programs Against Shared Libraries

Don't get into the habit of adding stuff to/ et c/ | d. so. conf. You should know what shared libraries are
in the system cache, and if you put every bizarre little shared library directory into the cache, you risk
conflicts and an extremely disorganized system. When you compile software that needs an obscure library
path, give your executable a built-in runtime library search path.

Let's say that you have a shared library named | i bwei rd. so. 1in/opt/bi zarresoft/ i b that you
need to link nypr og against. Link the program as follows:

cc -0 nmyprog myprog.o -W, -rpath=/opt/obscure/lib -L/opt/obscure/lib -Iweird

The- W, - r pat h option tells the linker to include a following directory into the executable's runtime library
search path. However, even if you use - W, - r pat h, you still need the - L flag.

Problems with Shared Libraries

Shared libraries provide remarkable flexibility, not to mention some really incredible hacks, but it's also
possible to abuse them to the point where your system is an utter and complete mess. Three particularly
bad things can happen:

= Missing libraries
= Terrible performance
= Mismatched libraries

The number one cause of all shared library problems is an environment variable named

LD LI BRARY_PATH. Setting this variable to a colon-delimited set of directory names makes | d. so search
the given directories before anything else when looking for a shared library. This is a cheap way to make
programs work when you move a library around, if you don't have the program's source code, or if you're
just too lazy to recompile the executables. Unfortunately, you get what you pay for.

Never set LD_LI BRARY_PATH in shell startup files or when compiling software. When the dynamic runtime
linker encounters this variable, it must often search through the entire contents of each specified directory
more times than you would care to know. This causes a big performance hit, but more importantly, you can



get conflicts and mismatched libraries because the runtime linker looks in these directories for every
program.

If you must use LD LI BRARY_PATHto run some crummy program for which you don't have the source (or
an application that you'd rather not compile, like Mozilla or some other beast), use a wrapper script. Let's
say that your executable is / opt / cr umrmy/ bi n/ cr umy. bi n and it needs some shared libraries in
[opt/crumry/lib. Write a wrapper script called cr umrmy that looks like this:

#!/ bi n/ sh

LD LI BRARY_PATH=/ opt/crumy/lib
export LD LI BRARY_PATH

exec /opt/crumy/bin/crumy.bin $@

AvoidingLD_LI BRARY_PATH prevents most shared library problems. But one other significant problem
that occasionally comes up with developers is that a library's application programming interface (API) may
change slightly from one minor version to another, breaking installed software. The best solutions here are
preventive: either use a system like Encap (see Section 9.4) to install shared libraries with - W, - r pat h to
create a runtime link path, or simply use the static versions of obscure libraries.

8.1.5Make

A program with more than one source code file or requiring strange compiler options is too cumbersome to
compile by hand. This problem has been around for years, and the traditional Unix compile management
utility that eases these pains is called make. You need to know a little about make if you're running a Unix
system, because system utilities sometimes rely on nake to operate. However, this chapter is only the tip
of the iceberg. The classic guide for compiled languages and make is The UNIX Programming
Environment [Kernighan and Pike].

nmake is a big system, and there are entire books on the subject (such as Managing Projects with make
[Oram]), but it's not very difficult to get an idea of how it works. When you see a file named Makefi | e or
makef i | e, you know that you're dealing with make. (Try running make to see if you can build anything.)

The basic idea behind make is the target, a goal that you want to achieve. A target can be a file (a . o file,

an executable, and so on) or a label. In addition, some targets depend on other targets — for instance, you
need a complete set of . o files before you can link your executable. The targets on which another target
depends are called dependencies.

To build a target, make follows a rule, such as a rule for how to go from a . ¢ source file to a. o object file.
make already knows several rules, but you can customize these existing rules and create your own.

The following is a very simple Makefile that builds a program called nypr og from aux. ¢ and mai n. c:

OBJS=aux. o0 nain.o
# object files

all: nyprog

nyprog: $(0BJS)
$(CO -0 nyprog $(0OBIS)

The first line of the Makefile is just a macro definition; it sets the OBJS variable to two object filenames.

This will be important later. For now, take note of how you define the macro and also how you reference it
later ($(OBJS)).

Thet# in the next line denotes a comment.

The nextitem in the Makefile contains its first target, al | . The first target is always the default, the target
thatmake wants to build when you run make by itself on the command line.

The rule for building a target comes after the colon. For al | , this Makefile says that you need to satisfy
something called mypr og. This is the first dependency in the file; al | depends on mypr og. Note that
nypr og can be an actual file or the target of another rule. In this case, itis both (itis the rule for al | and
the target of OBJS).



To build mypr og, this Makefile uses the macro $( OBJS) in the dependencies. The macro expands to
aux. o and nai n. o, so mypr og depends on these two files (they must be actual files, because there aren't
any targets with those names anywhere in the Makefile).

This Makefile assumes that you have two C source files named aux. ¢ and mai n. ¢ in the same directory.
Runningmake on the Makefile yields the following output, showing the commands that make is running:

cc -C -0 aux.o0 aux.c
cc -C -0 main.o main.c
CC -0 NMyprog aux.o main.o

So how does nake know how to go from aux. ¢ to aux. o? After all, aux. c is not in the Makefile. The
answer is that make follows its built-in rules. It knows to look for a . ¢ file when you want a . o file, and
furthermore, it knows how to run cc- ¢ onthat . c file to get to its goal of creating a . o file.

The final step of getting to mypr og is a little tricky, but the idea is clear enough. Once you have the two
object files in $( OBJS) , you can run the C compiler according to the following line (where $( CC) expands
to the compiler name):

$(CO -0 nyprog $(0BIS)

Pay special attention to the whitespace before $( CC) . This is a tab. You must put a tab before any real
command, and it must be on a line by its own. Watch out for this:

Makefile:7: *** nissing separator. Stop.

An error like this means that the Makefile is broken. The tab is the separator, and if there is no separator or
there's some other interference, you will see this error.

Staying up to Date

One last make fundamental is that targets should be up to date with their dependencies. If you type make
twice in a row for the preceding example, the first command builds mypr og, but the second command
yields this output:

nmake: Nothing to be done for "all'.

For this second time through, make looked at its rules and noticed that mypr og already exists. To be more
specific,make did not build mypr og again because none of the dependencies had changed since the last
time it built mypr 0g. You can experiment with this as follows:

1. Runt ouch aux.c.

2. Runmake again. This time, make figures out that aux. c is newer than the aux. o already in the
directory, so it must compile aux. o again.

3. myprog depends on aux. 0, and now aux. o is hewer than the preexisting nypr og, so make must
createmypr og again.

This type of chain reaction is very typical.
Command-Line Options
You can get a great deal of mileage from nmake if you know how its command line options work.

The most common nmake option is specifying a single target on the command line. For the preceding
Makefile, you can run make aux. o if you want only the aux. o file.

You can also define a macro on the command line. Let's say that you want to use a different compiler
calledmy_bad_cc. Try this:

make CC=ny_bad_cc



Here,make uses your definition of CCinstead of its default compiler, cc. Command-line macros come in
handy when you're testing out preprocessor definitions and libraries, especially with the CFLAGS and
LDFLAGS macros explained later.

You don't even need a Makefile to run make. If built-in make rules match atarget, you can just ask make to
try to create the target. For example, if you have the source to a very simple program called bl ah. c, try
nmake bl ah. The make run tries the following command:

cc blah.o -o blah

This use of make works only for the most elementary C programs; if your program needs a library or
special include directory, you're probably better off writing a Makefile.

Runningmake without a Makefile is actually most useful when you aren't dealing with a C program, but
with something like Fortran, lex, or yacc. It can be a real pain to figure out how the compiler or utility
works, so why not let make try to figure it out for you? Even if make fails to create the target, it will

probably still give you a pretty good hint as to how you might use the tool.

Two more make options stand out from the rest:

- n Prints the commands necessary for a build, but prevents nmake from actually running any
commands

-f fileTells make toread from fi | e instead of Makefile or makefile

Standard Macros and Variables

nmake has many special macros and variables. It's difficult to tell the difference between a macro and a
variable, so this book uses the term macro to mean something that usually doesn't change after nake
starts building targets.

As you saw earlier, you can set macros at the start of your Makefile. The following list includes the most
cOmmon macros:

CFLAGS C compiler options. When creating object code from a . c file, make passes this as an
argument to the compiler.

LDFLAGS Like CFLAGS, but for the linker when creating an executable from object code.

LDLI BS If you use LDFLAGS but do not want to combine the library name options with the search
path, put the library name options in this file.

CCThe C compiler. The defaultis cc.

CPPFLAGS C preprocessor options. When make runs the C preprocessor in some way, it passes this
macro's expansion on as an argument.

CXXFLAGS GNU nake uses this for C++ compiler flags. Like C++ source code extensions (and nearly
everything else associated with C++), this isn't standard and probably won't work with other make
variants unless you define your own rule.

Anmakevariable changes as you build targets. Because you don't ever set variables by hand, the following
list includes the $.

$@wWhen inside a rule, this expands to the current target.

$* Expands to the basename of the current target. For example, if you're building bl ah. o, this
expands to bl ah.

The most comprehensive list of the make variables on Linux is the make info page.

Note Keep in mind that GNU make has many extensions, built-in rules, and features that other
variants do not have. This is fine as long as you're running Linux, but if you step off onto a Sun
or BSD machine and expect the same stuff to work, you might be in for a surprise.



Conventional Targets

Most Makefiles contain several standard targets that perform auxiliary tasks related to compiles.

= Thecl ean target is ubiquitous; a make cl ean usually instructs make to remove all of the object files
and executables so that you can make a fresh start or pack up the software. Here is an example rule
for the mypr og Makefile:

cl ean:
rm-f $(OBIS) nyprog

= A Makefile created with the GNU autoconf system always has a di st cl ean target to remove
everything that wasn't part of the original distribution, including the Makefile. You will see more of this
inSection 9.2.3. On very rare occasions, you may find that a developer opts not to remove the
executable with this target, preferring something like r eal cl ean instead.

= i nstall copies files and compiled programs to what the Makefile thinks is the proper place on the
system. This can be dangerous, so you should alwaysruna meke -n install firstto see what will
happen without actually running any commands.

= Some developers provide t est or check targets to make sure that everything works after you
perform a build.

= depend creates dependencies by calling the compiler with a special option (- M) to examine the
source code. This is an unusual-looking target because it often changes the Makefile itself. This is no
longer common practice, but if you come across some instructions telling you to use this rule, make
sure that you do it.

= al | isoften the first target in the Makefile; you will often see references to this target instead of an
actual executable.

Organizing a Makefile

Even though there are many different Makefile styles, there are still some general rules of thumb to which
most programmers adhere.

In the first part of the Makefile (inside the macro definitions), you should see libraries and includes grouped
according to package:

X_I NCLUDES=-1/usr/ X11R6/i ncl ude
X LIB=-L/usr/ X11R6/1ib -1X11 - Xt

PNG _| NCLUDES=-1/usr/ | ocal /i ncl ude
PNG LI B=-L/usr/local/lib -Ipng

Each type of compiler and linker flag often gets a macro like the following:

CFLAGS=$( CFLAGS) $( X_I NCLUDES) $( PNG_| NCLUDES)
LDFLAGS=$( LDFLAGS) $(X_LIB) $(PNG LI B)

Object files are usually grouped according to executables. Let's say that you have a package that creates
executables called bori ngandtrite. Each hasits own . ¢ source file and requires the code inutil . c.
You might see something like this:

UTI L_OBJS=util .o

BORI NG_OBJS=$(UTIL_OBJS) boring.o
TRI TE_OBJS=$(UTIL_OBJS) trite.o

PROGS=boring trite

The rest of the Makefile might look like this:



al | : $( PROGS)

boring: $(BORI NG_OBJS)
$(CC) -0 $@ $(BORI NG_OBJS) $(LDFLAGS)

trite: $(TRITE_OBIS)
$(CO -0 $@$(TRITE_OBIS) $(LDFLAGS)

You could combine the two executable targets into one rule, but this is usually not good practice because
you would not easily be able to move a rule to another Makefile, delete an executable, or group
executables differently. Furthermore, the dependencies would be incorrect — if you had just one rule for
boringandtrite,trite would depend onbori ng. c, and bori ng would depend ontrite.c, and
make would always try to rebuild both programs whenever you changed one of the two source files.

Note If you need to define a special rule for an object file, put the rule for the object file just above the
rule that builds the executable. If several executables use the same object file, put the object
rule above all of the executable rules.



8.2Debuggers

The standard debugger on Linux systems is gdb, with DDD as a graphical user frontend. To enable full
debugging in your programs, you must run the compiler with the - g option to write a symbol table and
other debugging information into the executable. To start gdb on an executable named pr ogr am run this
command:

gdbpr ogram
You should geta ( gdb) prompt. To run pr ogr amwith the command-line arguments opt i ons, type this at
the( gdb) prompt:

runoptions

If the program works, it should start, run, and exit as normal. However, if there's a problem, gdb stops,
prints a stack trace and the failed source code, and throws you back to the ( gdb) prompt. Because the
source code fragment often gives you a hint about the problem, you often want to print the value of a
particular variable that the trouble may be related to (pri nt also works for arrays and C structures):

printvariable

If you want to make gdb stop the program at any point in the original source code, use the breakpoint
feature. In the following command, fi | e is a source code file, and | i ne_numis the line number in that
file where gdb should stop:

breakfile:line_num

To tell gdb to continue executing the program, use this command:

conti nue

To clear a breakpoint, type this:

clearfile:line_num

This section provides only the briefest introduction to the debugger. gdb comes with a very extensive
manual that you can read online, print, or buy as Debugging with GDB [Stallman/Pesch/Shebs].

Note If you're interested in rooting out memory problems and running profiling test, try Valgrind
(http://valgrind.kde.org/).
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8.3Lex and Yacc
You may encounter lex and yacc when compiling programs that read configuration files or commands.

m Lex is a tokenizer that transforms text into numbered tags with labels. The Linux version of lex is
namedf | ex. You may needa-11 or-|fl linkerflagin conjunction with lex.

= Yacc is a parser that attempts to read tokens according to a grammar. The GNU parser is bi son; to
get yacc compatibility, run bi son -y. You may need the - | y linker flag.



8.4Scripting Languages

A long time ago, the average Unix systems manager didn't have to worry much about scripting languages
other than the Bourne shell and awk. Shell scripts (discussed in Chapter 7) continue to be an important
part of Unix, but as stated earlier, ank has faded somewhat from the scripting arena. However, many
powerful successors have arrived, and many systems programs have actually switched from C to scripting
languages (such as the sensible version of the whoi s program). Let's look at some scripting basics.

The very first thing that you need to know about any scripting language is that the first line of a script looks
similar to a Bourne shell script. For example, a Perl script starts out like this:

#!/ usr/ bi n/ perl

In Unix, any executable text file that starts with #! is a script. The pathname following this prefix is the
scripting language interpreter executable. When Unix tries to run an executable file that starts with #! , it
runs the program following the #! , and then sends the script file to the new program's standard input.
Therefore, even thisis a script:

#!/bin/ftail +2
This programprints this line...
and this line, too.

The first line of a shell script often contains one of the most common basic script problems — an invalid
path to the scripting language interpreter. Let's say that you named the previous script nyscri pt . Now,
what if t ai | were actually in / usr/ bi n on your system (not / bi n)? When you tried to run nyscri pt,
you would get this error:

nmyscript: No such file or directory

Most Unix error messages aren't confusing, misleading, or otherwise incomplete, but this one certainly
qualifies on all three counts. First of all, myscri pt does exist — you can see it right in front of your eyes
withl s. Is there a problem with your filesystem? No. The system really meant to say that it couldn't find
/bin/tail, butitjust had a small communication breakdown.

The worst case occurs when a script is in some system binary directory. You can locate the script with a
utility like whi ch or fi nd, and you think that the program is in your path, yet you get that error message.
The only real clue you have is the error message: "No such file or directory." If the script were actually
missing from your path, the error message would be "command not found."

Another script "gotcha" is that you shouldn't expect any more than one argument in the script's first line to
work. That is, the +2 in the preceding example may work, but if you add another argument, the system
mightdecide to treat the +2and the new argument as one big argument, spaces and all. This can vary
from system to system; don't test your patience on something as insignificant as this.

8.4.1Perl

The most important third-party Unix scripting language today is Perl — Larry Wall's Practical Extraction
and Report Language. This tool has been called the "Swiss Army Chainsaw" of programming tools, and it
is capable of an incredible variety of tasks, from networking to database access. It excels at text
processing, conversion, and file manipulation.

It's hard to describe what Perl code looks like; it's kind of like an imperative-style mix of C, Bourne shell,
sed,awk, LISP, and others. It can be a little hairy (using every single special character on your keyboard),
but it is as fast and powerful as it is ugly. If you want to be on top of your Unix system, you need to know a
little bit of this language. Have alook at Learning Perl [Schwartz] for a tutorial-style introduction; the larger
reference is Programming Perl [Wall]. Getting a grasp of Perl is well worth it, not just because you will be
able to do remarkable things with text files, but also because many of the concepts (such as associative
arrays) carry over to other scripting languages.

Nearly all Unix and Linux systems in the world have Perl installed somewhere. Most administrators
maintain itas / usr/ bi n/ per| , even if they insist on keeping all other third-party software away from



/ usr. There is extensive online documentation in the manual pages; the perl(1) page has an index of the
other pages.

If you're having trouble with a Perl script, here are some suggestions:

= Look at it to see if you can tell when the script was written. It might require a newer version of Perl
than you have.

= [f it's an old script, you may have to put backslashes in front of the @characters in strings and
comments.

= |t might require a module that you do not have (in particular, a database module).

When all else fails, run per| -w scri pt toturn on warning mode.

8.4.2Python

Python is a newer scripting language with a fairly strong following, enough to make it the implementation
language for packages such as GNU Mailman. It offers many of the same system features as Perl, but it
has a powerful interactive mode and a somewhat more organized object model.

Python's executable is pyt hon, but there's no telling where it is on your system. Therefore, when you get
a Python program, you may have to modify the first line in the script to match your Python installation.

Although it was written for slightly older versions, Python Essential Reference [Beazley] is a good
reference with a small tutorial at the beginning to get you started.

8.4.30ther Scripting Languages

There are some other scripting languages that you might encounter:

PHP This is a powerful hypertext processing language often found in dynamic Web scripts. Some
people use PHP for stand-alone scripts. The PHP Web site is at http://www. php.net/.

Tcl Tcl (tool command language) is a simple scripting language usually associated with the Tk
graphical user interface toolkit and Expect, an automation utility. Although Tcl does not enjoy the
wide-spread use that it once did, you should not discount its power. Many veteran developers prefer
Tcl, especially for its embedded capabilities. Refer to http://www.tcl.tk/ for more information on Tcl.

m4 This is a macro processing language.

Ruby Object-oriented fanatics enjoy programming in this language (http://www.ruby-lang.org/).

Matlab This is a commercial matrix and mathematical programming language and library. There is a
very similar open source project called oct ave.

Mathematica, Maple These are more commercial mathematical programming languages with
libraries.


http://www.php.net/
http://www.tcl.tk/
http://www.ruby-lang.org/

8.5Java

Although some application programmers love Java, Unix systems programmers avoid it, and you may not
even need it on your system. However, you should still have an idea of how it works on a typical Linux
system.

There are two kinds of Java compilers: native compilers for producing machine code for your system (like
a C compiler), and bytecode compilers for use by a bytecode interpreter (usually called a virtual machine,
even though it's more of an abstract machine). You will invariably encounter bytecode on Linux.

Bytecode files end in . cl ass. The Java runtime environment (JRE) contains all of the programs you need
to run Java bytecode. To run a bytecode file, use this command:

javafile.class

You may also encounter bytecode files that end in . j ar, which are collections of archived . cl ass files.
Toruna. j ar file, use this syntax instead:

java -jar file.jar

Sometimes you need to set the JAVA_ HOVE environment variable to your Java installation prefix. If you're
really unlucky, you may need to use CLASSPATH to include any directories containing classes that your
program expects. This is a colon-delimited set of directories like the regular PATH variable for executables.

If you need to compile a . j ava file into bytecode, you need the Java Development Kit (JDK). You can run
thej avac compiler from JDK to create some . cl ass files:

javacfile.java

JDK also comes with j ar, a program that can create and pick apart . j ar files. It works like t ar .



8.6Assembly Code and How a Compiler Works

If you want to use a compiler's advanced features, you should have an idea of how the compiler operates.
Here is a brief summary:

1. The compiler reads a source code file and builds an internal representation of the code inside the
file. If there's a problem with the source code, the compiler states the error and exits.

2. The compiler analyzes the internal representation and generates assembly code for the target
processor.

3. Anassembler converts the assembly code into an object file.
4. The linker gathers object files and libraries into an executable.

You may be specifically interested in steps 2 and 3 of this process. Assembly code is one step away from
the raw binary machine code that the processor runs; it is a textual representation of the processor
instructions. Here is an excerpt of a program in x86 assembly code:

. L5:
movl - 8(%ebp), Yeax
imull -16(%bp), Yeax
movl - 4(%bp), Yedx
addl %eax, ¥%edx
movl %edx, - 12( %ebp)
incl -16(%bp)
jmp . L3
.p2align 4,,7

Each line of assembly code usually represents a single instruction. To manually generate assembly code
from a C source file, use the compiler's - S option:

cc -S -0 prog. Sprog.c

Here,pr og. ¢ isthe C source file and pr og. Sis the assembly code output. You can turn an assembly
code file into an object file with the assembler, as:

as -0 prog.oprog.S

For more information about x86 assembly code, see The Art of Assembly Language [Hyde]. RISC
assembly code is a little more comprehensible; see MIPS RISC Architecture [Kane]. If you are interested in
how to design and implement a compiler, two good books are Compilers: Principles, Techniques, and
Tools [Aho 1986] and Modern Compiler Implementation in ML [Appel].



Chapter 9: Compiling Software From Source Code

Overview

Most nonproprietary third-party Unix software packages come as source code that the administrator can
compile and install. One reason for this tradition is that Unix has so many different flavors and
architectures that it would be difficult to distribute binaries for all possible platform combinations.
Widespread source code distribution throughout the Unix community encouraged users to contribute bug
fixes and new features to the software, and eventually this gave rise to the term "open source.”

You can get everything you see on a Linux system comes as source code — this means everything from
the kernel and C library to the Web browsers. This means it is possible to update and augment your entire
system by (re-)installing parts of your system from the source code. However, you probably shouldn't
update your machine by installing everything from source code unless you really enjoy the process. Linux
distributions provide easier means to update core parts of the system (such as the programs in / bi n).

Don't expect your distribution to provide everything for you. When you install binary packages from a
distribution, you have no control over configuration options, including where the software goes. Some
packages are not available as binaries, and furthermore, binary packages will not necessarily match the
shared libraries on your system (see Section 8.1.4).

You should understand everything in Chapter 8 before proceeding with this chapter. Installing a package
from source code usually involves the following steps:

1. Unpacking the source code archive.
2. Configuring the package.
3. Runningmake to build the programs.

4. Runningmake instal |l toinstall the package.



9.1Unpacking Source Packages

A package's source code distribution usually comesas a . tar. gz or. tar. bz2 file, and you should
unpack the file as described in Section 1.18.

Before you unpack, though, verify the contents of the archive with t ar t vf, because some packages
don't create their own subdirectories in the directory where you extract the archive. Output like the
following means that the package is probably okay to unpack:

package- 1. 23/ Makefile.in
package- 1. 23/ READVE
package-1. 23/ nmain.c
package-1. 23/ bar.c

However, you might see that not all of the files are in a common directory (like package- 1. 23 in the
preceding example):

Makefil e
READVE
mai n. c

Extracting an archive like this one can leave a big mess in your current directory. To avoid this, create a
new directory and cd there before extracting the contents of the archive.

Watch out for a test listing with absolute pathnames like this:

/ et c/ passwd
/etcl/inetd. conf

You likely won't come across anything like this, but if you do, remove the archive from your system,
because it probably contains a Trojan horse or some other malicious code.

9.1.1Where to Start

After you extract the contents of a source archive and have a bunch of files in front of you, try to get a feel
for the package. In particular, look for these files: READVE and | NSTALL.

Always look at any README files first. They often contain a description of the package, a small manual,
installation hints, and other useful information. Many packages also come with | NSTALL files that contain
instructions on how to compile and install the package. Check for special compiler options and definitions.

Apart from the README and | NSTALL files, you will find other package files that fall into roughly three
categories:

» Files relating to the make system, such as Makefi | e,Makefil e.in, and confi gure. Some
packages come with a Makefile that you may need to modify. However, most modern packages use
GNU autoconf and come with a conf i gur e script to generate a Makefile from Makefi | e. i n based
on your system settings and configuration options.

= Source code files ending in . c,. h, or . cc. C source code files may appear just about anywhere in a
package directory. C++ source code files usually have . cc,. C, or . cxx suffixes.

= Object files ending in . 0 or binaries. Normally there aren't any object files in source code distributions.
However, you may find object files in rare cases when the package maintainer is not allowed to
release certain source code, and you may need to do something special to use the object files. In
most cases, object (or binary executable) files in a source distribution mean that the package wasn't
put together too well, and you should run make cl ean to make sure that you get a fresh compile.



9.2GNU Autoconf

Even though C source code is usually fairly portable, there are still differences on each platform that make
it impossible to compile most packages with a single Makefile. An early solution to this problem was to
provide individual Makefiles for every operating system, or to provide a Makefile that was easy to modify.
This approach somehow evolved into scripts that generate Makefiles based on an analysis of the system
used to build the package.

GNU autoconf is now the most popular system for automatic file generation. Packages using this system
come with files named conf i gur e,Makefil e. i n, and confi g. h. i n. To generate a Makefile, run
confi gur e to check your system for prerequisites:

./configure

You should get a lot of diagnostic output like this:

checking build systemtype... i586-pc-Ilinux-gnu

checki ng host systemtype... i586-pc-Iinux-gnu

checking for a BSD-conpatible install... /bin/install -c
checki ng whether build environnment is sane... yes

Note confi gur e creates a cache file (confi g. cache) so that it does not need to run certain tests
more than once. In addition, conf i gur e consults conf i g. cache on subsequent runs (this may
come up if your system requires special options).

If all goes well, conf i gur e creates one or more Makefiles and confi g. h:

configure: creating ./config.status
config.status: creating Makefile

config.status: creating config.h

Note If you're looking for a package to test, get the coreutils package from the GNU FTP site
(ftp://ftp.gnu.org/pub/gnu/coreutils/). Coreutils includes common system programs like | s and

cat.

Now you can type make to compile the package. A successful conf i gur e step doesn't necessarily mean
that the make step will work, but the chances are pretty good (see Section 9.6 for troubleshooting failed
configures and compiles).

After the build completes, you might want to try running a program from the package, just to see if it works.
To install the program, run this command:

nmeke i nstal l

9.2.1configure Script Options

Theconf i gur e script that comes with autoconf-enabled packages has several useful options. The most
important of these is the installation directory. By default, the i nst al | target uses a prefix of

/usr/ 1 ocal — thatis, binary programs go in / usr /| ocal / bi n, libraries goin/ usr/l ocal /i b, and
SO on.

If you want to use a prefix other than/ usr /| ocal , run confi gur e with this option:



./l configure --prefix=new prefix

For example, if you specify - - prefi x=/tnp/test, anake install putsbinariesin/tnmp/test/bin,
librariesin/tnp/test/1ib, and so on.

Most versions of confi gur e have a - - hel p option that lists other configuration options. Unfortunately,
the list is usually so long that it's sometimes hard to figure out what might be important. Here are some
other options:

--bi ndi r=di rect ory Installs executablesindi rectory.
--shi ndi r=di rect ory Installs system executables in di rect ory.
--libdir=directory Installs libraries in di rect ory.

- - di sabl e- shar ed Prevents the package from building shared libraries. Depending on the library,
this can save hassles later on (see Section 9.4.1).

--w t h- package=di rect ory Tells confi gur e that package isin di rect ory. Thisis handy
when a necessary library is in a nonstandard location. Unfortunately not all conf i gur e scripts
recognize this type of option, and furthermore, it can be difficult to determine the exact syntax.

You can create separate build directories if you want to experiment with some of these options. To do this,
create a new directory anywhere on the system, and from that directory, run the conf i gur e script in the
original package source code directory. You will find that conf i gur e then makes a symbolic link farm in
your new build directory, where all of the links point back to the source tree in the original package
directory. Some developers actually prefer that you build packages this way.

9.2.2Environment Variables

You can influence conf i gur e with environment variables that the conf i gur e script puts into make
variables. The most important variables are CPPFLAGS,CFLAGS, and LDFLAGS. Be aware that

conf i gur e can be very picky about environment variables. For example, you should always use
CPPFLAGS instead of CFLAGS for header file directories, because conf i gur e often runs the preprocessor
independently of the compiler.

Inbash, the easiest way to send an environment variable to conf i gur e is by placing the variable
assignment in front of ./ conf i gur e on the command line. For example, to define a DEBUG macro for the
preprocessor, use this command:

CPPFLAGS=- DDEBUG ./ confi gure

Environment variables are especially handy when conf i gur e doesn't know where to look for third-party
include files and libraries. For example, to make the preprocessor search in i ncl ude_di r, run this
command:

CPPFLAGS=-1include_dir ./configure

As shown in Section 8.1.5, to make the linker look in I i b_di r, use this command:

LDFLAGS=-Llib_dir ./configure

Ifl i b_di r has shared libraries (see Section 8.1.4), the previous command probably won't set the runtime
dynamic linker path. In that case, use the - r pat h linker option in addition to - L :

LDFLAGS="-Llib_dir -W,-rpath=lib_dir" ./configure

Be careful when setting variables. A small slip can trip up the compiler and cause confi gur e to fail. Let's
say that you forget the - in -1, as in this example:



CPPFLAGS=l i ncl ude_dir ./configure

This yields an error like this:

checking for C conpiler default output... configure: error: C conpiler
cannot create executabl es
See “config.log" for nore details.

Digging through confi g. | og yields this:

configure: 2161: checking for C conpiler default output
configure:2164: gcc linclude_dir conftest.c >&5
gcc: linclude_dir: No such file or directory

9.2.3Autoconf Targets

In addition to the standard al | andi nst al | , an autoconf-generated Makefile has these targets:

make cl ean As described in Section 8.1.5,make cl ean removes all object files, executables, and
libraries.

make di st cl ean Thisis similar to make cl ean, but it removes all automatically generated files,
including Makefiles, confi g. h,confi g. | og, and so on. The idea is that the source tree should look
like a newly unpacked distribution after running make di st cl ean.

make check Some packages come with a battery of tests to verify that the compiled programs work
properly; the command make check runs the tests.

make install-strip Thisislike make install, butit stripsthe symbol table and other

debugging information from executables and libraries when installing. Stripped binaries require much
less space.

9.2.4Autoconf Log Files

If something goes wrong during the conf i gur e process and the cause isn't obvious, you can examine
confi g. 1 og to find the problem. Unfortunately, confi g. | og is often a gigantic file, making it difficult to
locate the exact source of the problem.

The best approach is to go to the very end of conf i g. | og (for example, by pressing G in | ess), and then
page back up until you see the problem. However, there is still a lot of stuff at the end, because

confi gur e dumps its entire environment there, including output variables, cache variables, and other
definitions.

You can also try running a search for the error message, starting from the end of the file. For example,
let's say that conf i gur e fails, terminating with this message:

See 'config.log" for nore details.

Search backward for the string "for more details" (or "config.log," or anything that looks reasonably
unique); it's a pretty good bet that the error is nearby.



9.30ther Systems

If a package does not use GNU autoconf for platform-specific configuration, you should expect that the
package uses one of these three systems:

= A customizable Makefile and/or confi g. h. At one time, administrators had to configure nearly all
third-party Unix software by editing Makefiles. GNU autoconf has made this practice nearly extinct,
but you still may come across custom configuration in older packages or very Linux-specific
packages.

= Imakefiles. Many X Window System applications use i make to create Makefiles from Imakefiles.
= "Anybody's guess.” Some developers just have to be different.

In addition, many packages, including those using the three types listed above, now rely on the pkg-
confi g program for compiler and linker options. You will see how these work in Section 9.3.3.

9.3.1Custom Makefiles

When you need to customize a Makefile, make a copy of the original Makefile (to Makefi | e. di st for
example) before changing anything. This ensures that you can always refer to a pristine original when you
delete or alter a line that you shouldn't have touched.

A typical custom Makefile might look like this:

# CC=gcc

CFLAGS=-¢g

# use -O to enable optimzer
# CFLAGS=-0O

DESTDI R=/ usr /| ocal
Bl NDI R=$( DESTDI R)/ bi n
MANDI R=$( DESTDI R) / man/ nanl

To enabl e X11 support, use -DHAS X11
X11FLAGS=- DHAS X11

XI NC=-1/usr/ X11R6/i ncl ude

XLI B=-L/usr/ X11R6/1ib -1X11 -1 Xt

R EH KRR

Don't edit belowthis |ine

As you learned in Chapter 8,# is a comment in a Makefile. Custom Makefiles often include macros that
are commented out; and uncommenting those macros allows you to override defaults and add extra
features.

TheXl NCand XLI B macros in the preceding example illustrate use of a third-party library. Macros like
DESTDI Rare analogous to the - - pr ef i x parameter in the GNU autoconf system. Don't expect all
Makefiles to have such a mechanism, though.

Finally, some particularly old configuration files ask you to specify whether your system is a BSD-like or
SVR4 (System V Release 4) system. At one time, most Unix flavors were derived from one or the other.
Linux leans more toward SVR4, but depending on the nature of the package, there are many BSD-isms on
Linux that you might need to take into account.

9.3.2Imake

Many X Window System applications use i make to create Makefiles from Imakefiles. The Imake system

attempts to produce valid Makefiles from Imakefile template files with the help of predefined default
values for the C compiler, options, and so on. The i make program uses the C preprocessor for its dirty
work.

Imake is standard on any platform that has an X Window System installation (usually located in
[ usr/ X11R6). Imake's ubiquity is its only advantage. The system's disadvantages are that it's not very



flexible (it usually requires installing packages with a/ usr/ X11R6 prefix) and it's not very smart (it doesn't
dig around in your system and verify that things actually work as advertised).

To build and install a package that comes with an Imakefile, do the following:
1. Runxnknf orxnknf - a (use - a if there are subdirectories) to create the valid Makefile.

2. Runmake to compile the package.
3. Runnmake install toinstall the executables and libraries.

4. Runmeke install. man toinstall the manual pages.

X Resource Files

Many packages that have Imakefiles also use application default ("app-defaults”) files to store default
configuration data. A program window missing an app-defaults file may look "plain” or extremely bad.

App-defaults files are usually in / usr/ X11R6/ | i b/ X11/ app- def aul t s. Some packages give you an
option for installing their app-defaults file in a place other than the default. Unfortunately, most do not, and
you might have to resort to this ugly trick in order to install the package in a nonstandard location:

1. Identify the programs to be installed with nake -n install.

2. ldentify the app-defaults file (it usually ends with . ad). Your make - ni nstal | from the previous
step should tell you the name of the installed file, though in the make -n install outputthe app-
defaults filename normally does not have the . ad extension.

Install the program by hand.
Install the app-defaults file without a . ad extension.

Rename the program with a . bi n extension.

o g ~

Write a wrapper script like the following and name it pr ogr amwithout the . bi n extension
(app_def aul t s_pat h is where you installed the app-defaults file, and
prog_pat h/ program bi n is the binary program):

#!'/ bi n/ sh

XUSERFI LESEARCHPATH=app_def aul t s_pat h/ ¥0N%S: $XUSERFI LESEARCHPATH
export XUSERFI LESEARCHPATH

exec prog_path/ program bin

9.3.3pkg-config

The number of third-party libraries has risen dramatically in recent years. Because keeping all add-on
libraries in a common location can be messy, you may wish to install each with a separate prefix.
However, doing so can lead to problems when building packages that require these third-party libraries.
For example, if you want to compile OpenSSH, you need the OpenSSL library. How do you tell the
OpenSSH configuration process the nonstandard location of the OpenSSL header files and libraries?

Many libraries now use the pkg- conf i g program not only to advertise the locations of their include files
and libraries, but also to specify the exact flags that you need to compile and link a program. The syntax is
as follows:

pkg-config options packagel package2 ...

For example, to find the include files for OpenSSL, you can run this command:

pkg-config --cflags openssl

The output should be something like this:

-1/ opt/ openssl/incl ude



If you want the linker flags, use - - | df | ags instead. This should yield a library location and the names of
the individual libraries, as in this example for OpenSSL.:

-L/opt/openssl/lib -lIssl -lcrypto -1dI

To see all libraries that pkg- conf i g knows about, run this command:

pkg-config --list-all

If you look behind the scenes, you will find that pkg- conf i g finds package information by reading
configuration files that end with . pc. For example, here is openssl . pc, from the OpenSSL socket library:

prefi x=/ opt/ openssl
exec_prefix=${prefix}

l'i bdi r=${exec_prefix}/lib

i ncl udedi r=${ prefix}/include

Nane: OpenSSL

Description: Secure Sockets Layer and cryptography libraries and tools
Version: 0.9.7b

Requi res:

Libs: -L${libdir} -Issl -lcrypto -ldI

Cflags: -1$%${includedir}

You can change this file if you like — for example, you may wish to add - W, -r pat h=${1i bdi r} tothe
library flags to set a runtime dynamic linker path. However, the bigger question is how pkg- confi g finds
the. pc files in the first place. What happens is that pkg- confi g looks in the | i b/ pkgconfi g directory
of its installation prefix. A pkg- confi g installed with a / usr/ | ocal prefix looks in
[usr/local/lib/pkgconfig.

Unfortunately,pkg- conf i g does not read any . pc files outside of its installation prefix by default. The
previous OpenSSL example . pc file would reside at / opt / openssl /1 i b/ pkgconfi g/ openssl . pc,
almost certainly out of the reach of any stock pkg- conf i g installation.

There are two basic ways to show pkg- confi g the . pc files that are located outside of the pkg-confi g
installation prefix:

= Make symbolic links (or copies) from the actual . pc files to the central pkgconf i g directory.

= Set your PKG_CONFI G_PATH environment variable to include any extra pkgconf i g directories. This
strategy does not work well on a system-wide basis.



9.4Installation Practice

Knowinghow to build and install software is good, but knowing when and where to install your own
packages is what proves to be useful. Linux distributions try to cram in as much software as possible on
installation. You should always ask yourself if you should install a package by yourself instead.

Here are the advantages of doing it yourself:
= You can customize package defaults.

= Custom software usually survives operating system upgrades.

When installing a package, you often get a much clearer picture of how to use the package.

You always get the latest releases.

It's easier to back up a custom package.
m It's easier to distribute self-installed packages across a network.
These are the disadvantages:
m It takes time.
s If you don't actually use the package, you're wasting your time.
= There is a potential for misconfiguring packages.

Consider the C library and the coreutils package (I s,cat, and so on) — there really is no point in building
these by yourself unless you have some real obsession with the build process. On the other hand, if you
have a vital interest in network servers such as Apache, the best way to get complete control is to install
the servers yourself.

9.4.1Where to Install

The default prefix in GNU autoconf and many other packages is / usr/ | ocal , the traditional directory for
locally installed software. Operating system upgrades ignore / usr/ | ocal , so you won't lose anything
installed there during an operating system upgrade.

For small local software installations, / usr/ 1 ocal is fine. However, if you have a lot of custom software
installed, this can turn into a terrible mess. Thousands of odd little files can make their way into the
/usr/ 1 ocal hierarchy, and you may have no idea where the files came from.

There are several schemes that help manage software packages. | like the Encap system
(http://www.encap.org/) because it requires no extra software.

Encap
Encap abuses symbolic links, but that's a small price to pay for the features you get:
= You can identify everything in / usr/ 1 ocal by package name.

= You can keep old versions of a software package intact, so you can always downgrade, run the old
version, and or use the old version as a model.

= It is easy to remove old versions and entire packages.

= You can easily transport packages to another partition or another machine.

= Encap requires very little extra configuration.
The main idea behind Encap is that you encapsulate a package installation before making it available in
/usr/ 1 ocal . To start, you must have a common installation root (most administrators use

/usr/ 1 ocal / encap or/ opt ; this book uses/ opt because it's shorter).

Let's say that you are installing bogon- 3. 2. 3. Here's what you would do with Encap:
1. Configure, build, and install the package with an installation prefix that reflects the package and


http://www.encap.org/

version. For example, the package uses GNU autoconf, so run this command:

./lconfigure --prefix=/opt/bogon/bogon-3.2.3

2. Goto/ opt/bogon and make a symbolic link to the install you just made from def aul t :

cd /opt/bogon
In -s /opt/bogon/bogon-3.2.3 default

3. If there are binary programs in / opt / bogon/ def aul t / bi n, run this command:

In -s /opt/bogon/default/bin/* /usr/local/bin

4. If there are binary programs in / opt / bogon/ def aul t / sbi n, run this command:

In -s /opt/bogon/default/sbin/* [usr/local/sbin

5. Run the appropriate variant of the following command for each section in which there are manual
pages (the example works for man section 1):

In -s /opt/bogon/default/man/ manl/* /usr/| ocal / man/ manl

Now the bogon package binaries and manual pages are available in / usr/ | ocal via symbolic links.
Furthermore, you can now do the following:

» If you ever need to know the originating package of an item in/ usr/ 1 ocal / bi n, you need only run
I's -1 onthelink to see where it points.

= To remove a package, you can remove the symbolic links and its directory in / opt . For example, to
remove the bogon symbolic linksin/ usr/ 1 ocal / bi n, run this:

cd /opt/ bogon/default/bin
for file in *; do

rm-f /usr/local/bin/$file
done

Should You Compile Shared Libraries?

Shared libraries (see Section 8.1.4) cause trouble with custom installations, primarily because a shared
library upgrade can break a large number of programs at once. For this reason, you should never make
links to shared librariesin / usr/ 1 ocal /1 i b when using Encap. Leave shared libraries in their installed

location.
Even with this precaution, you still have these problems:

= It's hard to tell if you can actually delete an old shared library, because some program may depend on
the library.

m It's difficult to link programs against the shared library. You must use the - W, - r pat h=pat h linker
option.

= When linking against a shared library, you should specify a path that includes a version number. For
example, use / opt / bogon/ bogon- 3. 2. 3/ | i b instead of / opt / bogon/ def aul t . You risk library
version mismatches otherwise.

In fact, shared libraries can cause so many problems that you should always think twice before installing
them. If the library is fairly small (such as | i bpng and | i bti ff), there's no problem in opting for static
libraries over shared libraries. Use this conf i gur e option to disable shared libraries for packages that use
GNU autoconf:



./ configure --disabl e-shared

Encap, pkg-config, and Shared Libraries

You can't get away with static libraries for everything. Enormous libraries such as GNOME components
demand shared libraries. In the worst cases, you need to slug it out with LDFLAGS Makefile and
environment variables. Happily, many larger libraries also use pkg- confi g, described in Section 9.3.3.

You can make Encap work with pkg- conf i g if you put in a little extra effort. To set it up, you need to
know which | i b/ pkgconfi g directory pkg- confi g searches for . pc files. Let's say that you're trying to
install the shared libraries from bogon- 3. 2. 3 with Encap:

1
2.

Configure, compile, and install the package as usual.

Carry out the Encap steps discussed earlier. In particular, you need the def aul t symbolic link to
point to bogon- 3. 2. 3.

Goto/ opt/bogon/defaul t/ i b/pkgconfig. You should see a file named bogon. pc.

Editbogon. pc. Look for this line:
Li bs: -L${libdir} -1bogon

Change that line to reflect a runtime link path:

Libs: -W,-rpath=${libdir} -L${libdir} -Ibogon

Now tell pkg- conf i g about the package. If pcpat h is where pkg- conf i g keepsits . pc files (for
example,pcpat h could be / usr/ | ocal /1i b/ pkgconfi g), create a symbolic link:

In -s /opt/bogon/default/lib/pkgconfig pcpath

Testpkg- confi g on bogon:

pkg-config --1ibs bogon

The output should include - W, - r pat h.



9.5Applying a Patch

Every now and then, you might get a patch that you need to apply against source code to fix bugs or add
features. You may also see the term diff used as a synonym for patch, because the di f f program

produces the patch.

The beginning of a patch looks something like this:

--- src/file.c.orig 2003-07-17 14:29:12. 000000000 +0100
+++ src/file.c 2003- 09-18 10: 22: 17. 000000000 +0100

@-2,16 +2,12 @@
Patches usually contain alterations to more than one file. Search the patch for three dashes in a row (- - -)
if you want to see the files that have alterations.

You should always look at the beginning of a patch to determine the required working directory. Notice that
the preceding example refersto src/fil e. c. Therefore, you should change to the directory that contains
sr ¢ before applying the patch, not to the sr ¢ directory itself.

To apply the patch, run the pat ch command:

patch -p0 < patch_file

If everything goes well, pat ch exits without a fuss, leaving you with an updated set of files. However,
watch out if pat ch asks you this question:

File to patch:

This usually means that you are not in the correct directory. However, it could also indicate that your
source code does not match the source code in the patch. In this case, you're probably out of luck — even
if you could identify some of the files to patch, others would not be properly updated, leaving you with
source code that you cannot compile.

In rare cases, you might come across a patch that refers to a package version like this:

--- package-3.42/src/file.c.orig 2003-07-17 14:29:12. 000000000 +0100
+++ package-3.42/src/file.c 2003-09-18 10:22:17. 000000000 +0100

If you have a slightly different version number (or you just renamed the directory), you can tell pat ch to
strip leading path components. Let's say that you were in the directory that contains sr ¢ (as before). To
makepat ch ignore the package- 3. 42/ part of the path (that is, to strip one leading path component),
use- pl:

patch -pl < patch_file



9.6Troubleshooting Compiles and Installations

If you understand the difference between compiler errors, compiler warnings, linker errors, and shared
library problems as described in Chapter 8, then you should not have too much trouble fixing many of the
glitches that arise when building software. This section covers some other common problems.

Before getting into specifics, you should learn to read make output. You first need to know the difference
between an error and an ignored error. The following is a real error that you need to investigate:

make: *** [target] Error 1

However, some Makefiles suspect that an error condition may occur but know that these errors are
harmless. You can usually disregard any messages like this:

make: *** [target] Error 1 (ignored)

Furthermore, GNU meke often calls itself many times in large packages, with each instance of nake in the
error message marked with [ N] , where Nis a number. You can often find the error quickly by looking at
themake error that comes directly after the compiler error message. Here is an example:

[conpiler error message involving file.c]

make[ 3]: *** [file.o] Error 1

nake[ 3]: Leaving directory '/hone/src/package-5.0/src’
make[2]: *** [all] Error 2

make[ 2] : Leaving directory '/hone/src/package-5.0/src
make[1]: *** [all-recursive] Error 1

nmake[ 1]: Leaving directory '/hone/src/package-5.0/"
make: *** [all] Error 2

The first three lines practically give it away — the trouble centers around fi | e. ¢ located in

/ home/ sr c/ package- 5. 0/ sr c. Unfortunately, there is so much extra output that it can be difficult to
spot the important details. Learning how to filter out the subsequent make errors goes a long way toward
digging out the real cause.

9.6.1Specific Errors

Problem: Compiler error message:

src.c:22: conflicting types for "item
fusr/include/file.h:47: previous declaration of "item

Explanation and Fix: The programmer made an erroneous redeclaration of i t emon line 22 of src. c. You
can usually fix this by removing the offending line (with a comment, an #i f def , or whatever works).

Problem: Compiler error message:

src.c:37: “time_t' undeclared (first use this function)

src.c: 37: parse error before "...

Explanation and Fix: The programmer forgot a critical header file. The manual pages are the best way to
find the missing header file. First, look at the offending line (in this case, it's line 37 in sr c. c). It's probably
a variable declaration like the following:

time_t vi;



Search forward for v1 in the program for its use around a function call. For example:

vl = time(NULL);

Nowrunman 2 timeorman 3 time tolook for system and library calls namedti ne() . In this case,
the section 2 manual page has what you need:

SYNOPSI S
#i ncl ude <tine. h>

time_t tinme(tine_t *t);

This meansthat ti ne() requiresti nme. h. Place #i ncl ude <ti me. h> atthe beginning of src. ¢ and
try again.

Problem: Compiler (preprocessor) error message:

src. c: 4:pkg. h: No such file or directory
(long list of errors foll ows)

Explanation and Fix: The compiler ran the C preprocessor on sr c. ¢, but could not find the pkg. h include
file. The source code likely depends on a library that you need to install, or you may just need to provide
the compiler with the nonstandard include path (see Section 9.2.2 if the package uses GNU autoconf). In
most cases, you just need to add a - | include path option to the C preprocessor flags (CPPFLAGS). Keep
in mind that you may also need a - L linker flag to go along with the include files.

If you are using a graphics application and see Xmand M min the error message, you are missing the Motif
library. LessTif is a free replacement for Motif; if it is not on your system, you can get it at
http://www. lesstif.org/.

If it doesn't look as though you're missing a library, there's also an outside chance that you are attempting
a compile for an operating system that this source code does not support. Check the Makefile and READVE
files for details about platforms.

Problem:nmake error message:

make: prog: Comrand not found

Explanation and Fix: To build the package, you need pr og on your system. If pr og is something like cc,
gcc, orl d, you don't have the development utilities installed on your system. On the other hand, if you
thinkpr og is already installed on your system, try altering the Makefile to specify the full pathname of

prog.

In rare cases, nake builds pr og and then uses pr og immediately, assuming that the current directory (.)
isin your command path. If your $PATH does not include the current directory, you can edit the Makefile
and change prog to . / pr og. Alternatively, you could append . to your path temporarily.

Problem:Undefined symbols that start with SM_and | CE_.

Explanation and Fix: Some packages that link against X Window System libraries also need the - | SMand
-1 I CE linker flags.
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Chapter 10: Maintaining the Kernel

Overview

As mentioned in Section 2.2, the kernel is the core of the operating system. In some respects, the Linux
kernel is no different than any other software package. You can configure, build, and install the kernel
because it comes as source code. However, the procedure for doing so is substantially different than for
any other software package because the kernel runs like no other package.

There are four basic topics pertaining to kernel management:

Configuring and compiling a new kernel Your end goal here is to build an image file, ready for the
boot loader.

Manipulating loadable kernel modules You don't have to build the kernel as one massive chunk of
code. Kernel modules let you load drivers and kernel services as you need them.

Configuring a boot loader such as GRUB or LILO Your kernel is useless if you can't load it into
memory.

Learning miscellaneous utilities and procedures There are many facilities that tweak runtime
kernel parameters and extend kernel features. You have already seen some examples of these in
previous chapters, including the / pr oc filesystem and the i pt abl es command.



10.1Do You Need to Build Your Own Kernel?

Before running head-first into a kernel build, you need to ask yourself if it is worth it. Administrators who
compile their own kernels have the following goals in mind:

m Installing the latest drivers
= Using the latest kernel features (especially with respect to networking and filesystems)
= Having fun

However, if you need a driver or feature, and your distribution offers a straightforward upgrade, you might
opt for that instead, for several reasons:

= You can make mistakes in configuring your own kernel, and your distribution probably offers a well-
rounded kernel.

= Compiling a new kernel takes a long time.
» |t's far too easy to mess up the boot loader, making your system unable to boot.

Even if you choose not to build your own kernel, though, you should still learn how boot loaders and
modules work.



10.2What You Need to Build a Kernel

As with any package, the kernel source includes documentation explaining what you need to compile a
functional kernel. These three aspects of your system are particularly important for building a kernel:

= A C compiler (gcc). Most distributions put the C compiler in a development tools package. Make sure
that your C compiler agrees with the recommendations in the kernel source code, specifically the
README file. Kernel developers have not been eager to adopt the latest versions of gcc. Some
distributions have a separate compiler named kgcc for compiling the kernel.

= Disk space. A new kernel source tree can easily unpack to more than 100MB even before building any
object files.

= A relatively fast computer with plenty of memory. Otherwise, the compile will take some time.

Your first step is to get the source code.



10.3Getting the Source Code

Linux kernel versions have three components. Suppose you have kernel release 2.6.3. Here's what the
numbers mean:

= 2 is the major release number.
= 6 is the minor release number.

= 3 is the patchlevel. Kernels with the same major and minor numbers but with different patchlevels
belong to a release series.

There are two different kinds of kernel releases:

= Production releases have minor version numbers that are even (for example, 1.2.x, 2.0.x, 2.2.X, 2.4.X,
2.6.x, and so on). These versions are meant to be as stable as possible. Within a single production
release series, there are no radical feature or interface changes.

= Development releases have minor version numbers that are odd (such as 2.5.). Don't use a developer
release if you aren't willing to take risks. Kernel developers intentionally break code, introduce new
features, and may inadvertently make the kernel unstable in a development series. Stay away from
development releases unless you know exactly what you're doing.

You can get the latest Linux kernel source code at http://www.kernel.org/. The releases have names like
li nux-version.tar.bz2 for bzip2 compression or | i nux-version. tar. gz for GNU Zip

compression. Bzip2 archives are smaller.

In addition to the full releases available in the kernel archives, you will also find patches containing just the
changes between two consecutive kernel patchlevel releases. Unless you are obsessed with upgrading
your kernel with every single release, you probably won't be able to do much with a patch.

10.3.1Unpacking the Source Archive

You can unpack kernels with zcat /bzi p2 and t ar . To get started, go to / usr/ sr ¢ and make your
permissions less restrictive if necessary:

cd /usr/src
umask 022

Then run one of these commands to extract the source files, depending on whether you are using bzip2 or
GNU Zip:

bzi p2 -dc linux-version.tar.bz2 | tar xvf -
zcat linux-version.tar.gz | tar xvf -

Warning If your kernel release is 2.4.18 or lower, the kernel unpacks into a directory named | i nux
rather than | i nux- ver si on. Rename any existing | i nux directory before unpacking one
of these kernels (the new name does not matter, as long as it is different than the old one).

10.3.2A Look Around the Kernel Source

If you've never seen the Linux kernel source code before, it helps to take a look around first. The top-level
directory includes several subdirectories and files, including these:

README This file is a general introduction to the Linux kernel source and what you need to get started.
This document explains the version of the C compiler that you need to compile the kernel.

Docunent at i on This directory contains a wealth of documents. Most of the documents here are in

plain-text format, and they may describe anything from user-level programs to low-level programming
interfaces. One of the most important files in this directory is Changes, which describes recent
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changes to the kernel and identifies utility programs you may need to upgrade to get full functionality.

i ncl ude You'll find the kernel header files in this directory. If you feel comfortable with your kernel,
you can use the header files in i ncl ude/ | i nux as your system / usr/i ncl ude/ | i nux header file
set.

ar ch This directory contains architecture-specific kernel build files and targets. After a kernel build on
a PC system, the final kernel image isin arch/i 386/ boot / bzl mage.

10.3.3Distribution Kernels

Linux distributions come with generic kernels intended to run on almost any processor type. These kernels
tend to be a little larger than custom kernels, and they rely heavily on loadable modules.

However, many of the Linux kernels that come with the various Linux distributions omit complete source
code in their default installations, and furthermore, distribution kernels often differ from the official
standard kernels at kernel.org. For example, Red Hat adds another component to the patchlevel to
distinguish their kernels (for example, 2.4.20-20). If you wish to install a distribution kernel from source
code, you need to use the distribution's kernel source package. In Red Hat Linux, the package name is
ker nel - sour ce-versi on.rpm

If your distribution hasa / usr/ src/ | i nux directory, this does not mean that you have the entire kernel
source. Itis possible that you only have the header files. The kernel source takes up dozens of megabytes;
rundu -s/usr/src/linux for aquick check on what you have.



10.4Configuring and Compiling the Kernel

You need to configure the options that you want to have in your kernel before you build it. Your goal is to
have an appropriate . conf i g file in your kernel source distribution. Here's an excerpt of a typical
.confi g file:

# CONFI G_HI GHVEMBAG i's not set

# CONFI G_MATH EMULATION i s not set
CONFI G_MTRR=y

CONFI G_HAVE_DEC_LOCK=y

This file isn't easy to write with a text editor, so there are several configuration utilities that generate the
file for you. An easy, standard way to set up a kernel is to run this command:

nmake menuconfi g

After some initial setup, make menuconfi g runs a text-based menu interface that is shown in Figure 10-
1. The box in the center of the screen contains the options at the current configuration level. You can
navigate the menu with the up- and down-arrow keys. An arrow next to an item (- - - >) indicates a
submenu.

Linux Eernel v2.6.0 Configuration

Linux Eernel Configuration
Arrow koys navigate the mems, <ERters selects subsenus ».
Highlighted letters are hotkeys. Pressing <v> includes, <Ne esclodes,

<> modularizes features. Press cEscs<Esce to exit, <F> for Help.
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Figure 10-1: Themake menuconfi g kernel configuration menu.

The bottom of the menu contains three actions that you can navigate to with the left- and right-arrow keys.
Pressing ENTER while one of the menu items is highlighted performs whichever of the three following
actions is also highlighted:

Select If the current menu item leads to a submenu, the configuration system activates the submenu.

Exit Exits the current submenu. If you are at the top-level menu, the configuration system asks
whether you would like to save the current configuration. You can activate the Exit option by pressing
ESC.

Help Shows any online help for the current item. You can also get at the help by pressing the ? key.

To get a general feel for how configuration options work, go into the Processor type and features
submenu. You will see options such as these:

[ 1] Math enul ation
[*] MIRR (Menory Type Range Regi ster) support
< > /dev/cpu/ mcrocode - Intel |1A32 CPU m crocode support

You can alter an item's configuration value by moving to the item and pressing the SPACEBAR. The
square brackets ([ ] ) provide a simple on/off toggle:

[ *] indicates that the feature is on.

[ ] indicates that the feature is off.



You may not configure on/off features as kernel modules. Active features go directly into the main kernel
image.

By contrast, an item with angle brackets (<>) denotes a feature that you may compile as a module. You
can use the SPACEBAR to toggle between these values:

<* > indicates that the feature is on.
<M> indicates that the feature is configured as a module.
< > indicates that the feature is off.

An item that includes regular parentheses like these, (), is a multiple-choice option or a number that you
can customize. Press ENTER to see the option list, or enter a number.

When Should You Compile a Driver as a Module?

There aren't many absolute rules for deciding which features to compile as modules and which
features to compile as part of the main kernel image, but here are a few guidelines and rules that can
help you:

= Always compile your root filesystem type directly into the kernel, not as a module. Your system
won't boot otherwise.

= Most administrators prefer to compile crucial disk support (such as SCSI host adapter drivers)
directly into the kernel. There is a way to get around this with an initial RAM disk, but that is more
an ugly hack than anything else.

= Most administrators also compile network interface card drivers directly into the kernel. This isn't
as crucial as disk support, though.

m Compile obscure filesystems as modules. You may need them at some point, but there is no point
in wasting memory in the meantime.

When you are through with configuration and decide to exit, the menu system will ask if you would like to
save the current configuration. If you choose Yes, the system backs up your previous . confi g file as
.config. ol dandwrites anew. confi g file.

10.4.1Configuration Options

Most of the configuration options are fairly self-explanatory. For example, in the menu shown in Figure 10-
1 on page 205, the items under Device Drivers> SCSI device support > SCSI low-level drivers
correspond to device drivers for SCSI host controllers.

Some configuration options depend on other options, and until you activate the dependency options you
cannot reach configuration options that have dependencies. For example, to reach the SCSI low-level
drivers submenu, you must first activate SCSI device support in the previous menu. These

dependencies are not always obvious; you may need to do a little bit of experimentation to find what you're
looking for. If you're really stumped on a dependency, go to the source. Look at ar ch/ i 386/ Kconfi g,
the master file for all options and online help for the kernel configuration.

The following sections outline the most significant kernel options that reside within the important top-level

menus. Keep in mind that these options change with time; you may see items not listed here, or the items
may be in a different place in the kernel that you decide to build.

Code Maturity Level Options

Inside this menu item you will find an option named Prompt fordevelopment and/or incomplete
code/drivers. To see the newest (but perhaps unstable) drivers and features when perusing the rest of the
kernel configuration menus, select this option.

General Setup

This section has three settings that you should turn on:

Support for paging of anonymous memory Enables swap disk and file support



System V IPC Enables interprocess communication

Sysctl support Enables kernel parameter changes through / pr oc

If you do not build your kernel with the support listed here, many major packages and utilities will not work,
including the X Window System.

In addition to these options, the General Setup menu in kernel 2.6.0 and newer versions have an option
namedKernel .config support to make the build process save the current . conf i g file in the kernel
image. If you enable this option, you will also have the opportunity to enable a second option that allows
you to turn on access to the embedded . confi g file via/ proc/ confi g. gz. These options increase your
kernel size slightly, but they can come in extremely handy later on when you need to upgrade your kernel
but can't remember what configuration options you selected.

Loadable Module Support

You have some control over the kernel's module loader. In general, you should always activate the kernel
module system with the Enable loadablemodule support option, as well as activating the kernel module
loader option, Automatic kernel module loading, sometimes called the autoloader.

The only item in the kernel module support menu that you should be wary of is versioning support (at the
moment, this is experimental). Kernels compiled with this option enabled may try to load modules built for
a different kernel version, and this can cause trouble if you don't know exactly what you're doing.

Processor Type and Features

The Linux kernel includes a number of optimizations and other enhancements that are specific to certain
processors. You can choose your processor with the Processor family option. Be careful — a kernel built
for a "primitive" CPU supports advanced processors, but a kernel tailored to an advanced CPU will likely
not work on an older (or different brand of) CPU.

Other significant options in the processor category include:

High memory support This is for machines with more than 2GB of physical memory.
Symmetric multi-processing support Thisis for machines with more than one processor.

MTRR support This permits optimizations that may improve certain kinds of graphics performance.

Power Management Options

There are two types of power management in PC hardware: the older APM (Advanced Power
Management) and the newer ACPI (Advanced Configuration and Power Interface). You can configure a
kernel with both varieties. Appropriate power management support is essential on notebooks to preserve
battery life, and it is a good idea for desktops so that your machine doesn't generate too much heat and
use too much electricity.

Power management features enable interesting tricks with fans, processor speeds, and more. There's a lot
to explore, but you may need additional software such as apnd or acpi d to take advantage of the kernel
features.

Bus Options

You shouldn't need to change the bus options for most systems. Unless you have an extremely old or odd
system, include PCI support (and if you'd like to list and diagnose devices on the PCI bus, install | spci ,

which is a part of the pci-utils package).

You should enable the Support for hot-pluggable devices option so that your system can take
appropriate action when you attach and detach removable devices.

Newer kernels include base PCMCIA (PC Card/CardBus) drivers as configuration options in this menu —
in previous systems, PCMCIA support was completely separate from the main kernel distribution. You still
need the PCMCIA uitilities if you intend to use PC cards, and at the moment, you can still leave out
PCMCIA kernel support here and get it from these utilities, but this may change in the future.



Executable File Formats

To start a process from an executable file on the disk, the kernel needs to know how to load the
executable file, how to initialize the process in memory, and where to start running the process. An
executable's file format determines these characteristics. Most binaries on a modern Linux system are ELF
(Executable and Linkable Format) files. Y ou probably do not need to support the ancient "a.out"
executable format (you may not even have the shared libraries to support these binaries), but it does not
take too much memory to include support, and you can build it as a module.

Device Drivers

Configuring device drivers is a long process due to the wide variety of devices that Linux supports.
Unfortunately, it's during this stage that you can get bogged down with all of the options and end up
building a kernel that is far too large because you included drivers for devices that you will never have. If

you're in doubt about whether you are going to use any particular driver (other than a disk driver), build it
as a module so that it does not unnecessarily take up kernel memory.

The following sections describe the driver configuration options inside the Device drivers menu.

Plug and Play Support

You must enable Plug and Play support if you want any reasonably modern built-in hardware in your
computer to work. You may also need plug-and-play support in order to use network cards, internal
modems, and sound cards.

Block Devices

TheBlock devices section of the kernel configuration contains miscellaneous random-access storage
devices, such as floppy disks and RAM disks. These devices normally hold filesystems that you directly
attach to your current system with the nrount command. The interesting drivers here include the following:

Normal floppy disk support A driver for the PC floppy disk drive.

Loopback device support A simple driver that maps a file into a block device. This driver is very
useful because it allows you to mount a filesystem on a disk image.

Network block device support A driver that allows you to use a network server as a block device.
RAM disk support A driver that designhates a chunk of physical memory as disk space.

Initial RAM disk (initrd) support A driver that provides a special kind of RAM disk that a boot loader
gives to the kernel as the initial / partition during the very first stages of i ni t . Many distributions use
an initial RAM disk for SCSI drivers and other modules that may not be in their stock kernels.

Parallel port IDE device support A driver for certain older portable disk devices.

ATA (IDE) Support

You should always compile ATA (IDE) support directly into your kernel unless you know exactly what
you're doing. There are several kinds of IDE drivers that you can enable here:

Disk support A driver required if you want hard drives to work. Needless to say, you should compile
this driver directly into the kernel.

CD-ROM support A driver for ATAPI CD-ROM and DVD-ROM drives.
Floppy support A driver for various removable-media drives with an ATAPI interface.

SCSI emulation A driver for ATAPI CD-R and CD-RW drives. Older Linux CD-burning software
worked exclusively with SCSI drivers; if your CD-burning software is up to date, you do not need this



driver.

Various chipsets Drivers for various specific chipsets. If your motherboard's IDE chipset is listed, you
might be able to squeak out a little more performance with one of these drivers.

SCSI Support

Even if you have no SCSI devices, you may still need SCSI support because many Linux device drivers
work through emulated SCSI devices. For example, if you want to use USB mass storage, you need SCSI
disk support.

These are the media drivers:

SCSI disk support Covers all fixed and removable-media disk-like storage devices, except CD-ROM
drives.

SCSI tape support
SCSI CD-ROM support

SCSI generic support Allows applications talk to a SCSI device at a low level. You need SCSI
generic support for a wide range of devices, including CD burners, changer devices on tape drives,
SCSI scanners, and more.

A look inside the SCSI low-level drivers submenu reveals drivers for many kinds of SCSI host controllers.
Some of the drivers are named after the SCSI chipset on the host controller, so you may have to look
carefully at your hardware to find a match. The low-level driver list also includes support for some parallel
port devices, such as Zip drives.

Note If your kernel and root partition are on a SCSI disk, compile SCSI support (including the disk and
host controller drivers) directly into the kernel rather than as modules. This makes booting much
easier, because you do not need to worry about loading SCSI modules from a disk that the
kernel does not yet know how to access.

Networking Support

You need networking support for almost any system, even if you do not have an external network
connection. Many applications use local network interface features.

Your first order of business is to pick the networking devices that you need. For most Ethernet devices,
look under Ethernet (10 or 100Mbit). There are many devices to choose from. If you're not too sure what
you need, don't be afraid to configure several drivers as modules. In addition, if you plan to dial up to the
Internet or use certain DSL connections, you need PPP support, along with asynchronous (serial port) or
PPP over Ethernet (PPPOE) support. If you're not sure about PPP options, configure them as modules.

The configuration options inside the Networking options submenu represent the trickiest part of the
kernel network configuration. You need to select all of the options and protocols that you intend to use.
The essential options for many packages include the following:

TCP/IP networking
Unix domain sockets
Packet socket (for features such as promiscuous mode)

Not so obvious is Network packet filtering, which is required for any kind of firewall or NAT (Network
Address Translation, or "IP masquerading") support. Just selecting this option is not enough because, in
general, your kernel needs all of the connection tracking, NAT, and masquerade options if you want to use
NAT. Therefore, you must enter the Netfilter Configuration submenu and choose more options there,
such as these:

Connection tracking for NAT (be sure to include any protocols you need to track).

IP tables support for firewalling and NAT. Once you enable IP tables, you get several more options,
including various match options for filtering. You don't have to worry about most of these, except for
Connectionstate and Connection tracking, both of which you need for NAT. That's not the end of
the things you need for NAT — look out for and enable Full NAT and MASQUERADE target
support.



Packet filtering and REJECT target support for firewalls.

Input Device Support

You need several configuration options to support your keyboard and mouse. There are two levels of
support. The basic drivers support the PS/2 keyboard. Also, look for PS/2 Mouse.

Character Devices and Parallel Port Support

Among the most important character devices are Virtual terminals (/ dev/tty0,/ dev/ttyl, and so
on). Unless you have a special type of server, you also need to put the console on the virtual terminal.

Here are some other things to check up on:

Serial drivers Standard PC serial ports use or emulate 8250/16550 UART chips. You almost certainly
need this support if you plan to use a modem.

Unix98 PTY support Some programs now expect to see the dynamic Unix98 / dev/ pt s/ * pseudo-
terminal devices rather than old static names like / dev/ttyp*.

Enhanced real time clock support This makes / dev/ rt c available to programs like hwcl ock. You
should enable this option for any modern machine.

/ dev/ agpart Thisis for direct-rendered graphics (GLX and DRI) on AGP graphics cards.

Parallel printer support This gives you/ dev/ | p* devices. To get this option, you must go back to
the main kernel menu and enable Parallelport support. You also need PC-style hardware for any
standard PC.

Note There is a section for Mice in the character device configuration, but you can probably safely
ignore it, because the drivers there are for very old bus mice.

Sound

There are two parts to sound configuration: API support and drivers. The current sound system is called
Advanced Linux Sound Architecture (ALSA), but you should also include the emulation support for the old
OSS (Open Sound System), because many programs still use the OSS interface.

The driver configuration for sound devices is very similar to that for network devices — many of the sound
drivers carry the names of the sound chipset.

USB Support

When configuring USB, choose an interface driver first:

UHCI and OHCI are USB 1.1 interfaces. Even if you have a USB 2.0 motherboard, you need one of
these. If you don't know which one your motherboard supports, pick both (modules are okay); the
kernel will sort it out.

EHCl is a USB 2.0 interface.

You also want to enable the USB device filesystem option that can maintain USB device information in
/ proc/ bus/ usb.

Configuring the kernel to support USB devices is fairly straightforward, but there are two gotchas:
= TheMass storage support option requires that you also enable SCSI and SCSI disk support.

= Thelnterface device support (HID) option requires that you enable the input drivers described
earlier. To get USB mouse and keyboard support, you need to enable HID input layer support in the
USB support menu. Don't use the boot protocol drivers unless you know exactly what you're doing.

Filesystems

You can add support for many different filesystems to your Linux kernel configuration. However, make



sure that you compile your primary filesystem directly into the kernel. For example, if your root partition
uses ext2, don't modularize ext2 support. Otherwise, your system will not be able to mount the root
filesystem and therefore will not boot.

These are the most important filesystems:

Second extended (ext2) The Linux standard for many years.
Third extended (ext3) A journaled version of ext2; now the standard for many distributions.
Reiserfs A high-performance journaled filesystem.

DOS/FAT/NT MS-DOS- and Windows-compatible filesystems. To get MS-DOS filesystem support,
you need to enable FAT. VFAT is the extended filesystem introduced with Windows 95. You need
VFAT if you plan to read images from the flash memory cards in digital cameras and similar devices.

ISO9660 A standard CD-ROM filesystem. The Linux driver includes the Rock Ridge extensions. You
can also add the Microsoft Joliet extensions.

UDF A newer CD-ROM and DVD filesystem.

Minix A filesystem that was the Linux standard a long time ago (it even predates Linux). It never hurts
to include Minix filesystem support as a module.

Pseudo filesystems These are system interfaces, not storage mechanisms. The / pr oc filesystem is
one of the best-known pseudo-filesystems, and one that you should always configure. You should also
include the / dev/ pt s filesystem and the virtual memory filesystem.

Network filesystems These are used for sharing files with machines over the network.

There are also a couple important filesystem-related options:

Kernel automounter support Enables automatic filesystem mounting and unmounting. This is a
popular solution for managing network filesystem access.

Partition types Allows Linux to read partitioning schemes other than the regular PC partition tables,
including BSD disklabels and Solaris x86 partitions.

This wraps up the important kernel configuration options. You shouldn't really have to worry about the
other options (such as the Profiling support used for kernel development); let's turn our focus to compiling
the kernel.

10.4.2Compiling the Kernel and Modules

After you save your kernel configuration, you're ready to build the kernel. To get a list of nake targets, you
can run this command:

make hel p

Your main goals are to compile the bzl mage compressed kernel image and the kernel modules. Because
these two are the default targets, you only need to run the following to build everything:

make

The compile takes some time. As it runs along, you see messages like this:



cC init/version.o

If you see a message containing [ M , it means that make is compiling a module:

CC[M net/sctp/protocol.o

The following output appears when nmake builds bzl mage:

Kernel : arch/i 386/ boot/ bzl mage is ready

As the preceding message indicates, the build process creates your kernel image as

arch/i 386/ boot / bzl mage. The process also creates a file named Syst em map that contains kernel
symbols and locations. You may have to wait a little while after the "Kernel ready" message appears,
becausemake may still need to compile some kernel modules. Don't interrupt the build; make sure that

you wait until you get your prompt back before installing the kernel.

Note In kernel versions prior to 2.6, you had to run the following commands for a complete kernel
build:

make dep
meke bzl mage

Failed Compiles

Recent kernels are very self-contained; there are only two primary things that can go wrong during the
build process:

= If you get a parse error or some other sort of coherent compiler error, the compiler on your machine
probably doesn't match the recommended compiler in the READVE file. Kernel code is very particular

about the compiler, especially due to all of the assembly code involved.

= If the compiler dies unexpectedly midway through the build process, your hardware may be at fault.
Compiling a kernel stresses a machine much more than almost any other task. Bad memory and
overclocked or overheated processors are the main culprits.

If you need to see each command in the build process to track down a problem, use this command:

make V=1

10.4.3Installing Modules

Before you install and boot from your new kernel, you should put the new kernel modules in
/1'i b/ modul es with this command:

make nodul es_i nstal |

Your new modules should appear in /| i b/ nodul es/ ver si on, where ver si on is your kernel version. If

you fail to install the modules before booting your kernel, the kernel module utilities will not automatically
recognize the new modules, and you may end up missing a few drivers.

The module installation builds a module dependency list in/ | i b/ modul es/ ver si on/ nodul es. dep. If
this stage fails, it's likely that your module utilities are out of date. As of this writing, the module utilities are
in a package named nodul e-init-tools.

10.4.4Kernel Parameters

Sometimes you need to send extra parameters to the kernel at boot time in order to get devices or
services working. For example, one of the most elementary kernel parameters is r oot =partiti on,



which sets the initial root partitionto partiti on.

You can enter a kernel parameter after the kernel image name. For example, at a LILO prompt where your
kernel label is Li nux, you can type this:

Li nux root =/ dev/ hda3

Docunent ati on/ ker nel - par anet er s. t xt contains a list of all kernel parameters. Most of them are
for hardware. In addition to r oot =parti ti on, here are the most important parameters:

i ni t =pat h This starts pat h as the first process on the system in place of / shi n/ini t. For
example, you can use i ni t =/ bi n/ sh to get out of a tight spot if youri ni t does not work properly.

menEsi ze This specifies that the machine has si ze memory; the kernel should not autodetect the
memory size. For example, to specify 512MB of memory, you would use nem=512M

r oot f st ype=t ype This specifies that the root filesystem's type is t ype.

A number as a boot parameter indicates the i ni t runlevel. You can use - s or Sfor single-user mode.



10.5Installing Your Kernel with a Boot Loader

Boot loaders load kernel images into memory and hand control of the CPU over to the newly loaded
kernel. To make your new kernel work, you must tell the boot loader about the kernel.

If you have never worked with a boot loader before, you need to know how a PC boots from the hard disk.
On a normal Microsoft-based system, the boot process works like this:

1. After performing the power-on self test (POST), the BIOS loads sector 1 of the hard disk into
memory and runs whatever landed in that memory. On most Windows-based systems, this sector is
called the Master Boot Record (MBR).

2. The MBR extracts the partition table from the disk and identifies the "active" partition.

3. The MBR loads and runs yet another boot sector from the active partition, setting the operating
system in motion.

On a Linux system, you can install the kernel boot loader on the active partition or you can replace the
MBR with the boot loader. If you decide to replace the MBR with a boot loader such as GRUB or LILO, itis
important to remember that the active partition has little meaning — these boot loaders address partitions
based on their own configuration systems.

From a practical point of view, your decision to overwrite the MBR (and thus circumvent the active
partition) makes little difference. If your machine runs Linux, you probably want GRUB or LILO as your
default boot loader. Even if you have a dual-boot machine, you still want to use GRUB or LILO, because
both boot loaders are capable of loading boot sectors from other operating systems.

The important point is that you know exactly where your boot loader resides. Let's say that your disk is

/ dev/ hda and you have a Linux root partition at / dev/ hda3. If you replace the MBR by writing GRUB to
/ dev/ hda, you need to remember that the active partition is now irrelevant; GRUB uses its own
configuration system to access partitions. However, if you decide to write the boot loader to / dev/ hda3
instead, keeping the old MBR, your system will get to that boot loader only if / dev/ hda3 is the active
partition.

Note If you need to replace the MBR on a hard disk, run the DOS command FDI SK / MBR.

When configuring a boot loader, be sure that you know the location of the root partition and any kernel
parameters.

10.5.1Which Boot Loader?

Because there are two popular Linux boot loaders, you may wonder which one you should choose:

LILO Linux Loader. This was one of the very first Linux boot loaders. Its disadvantages are that it is
not terribly flexible and that you must run | i | o to install a new boot block every time you install a new
kernel. However, LILO is fairly self-contained.

GRUB Grand Unified Boot Loader. This is a newer boot system gaining in popularity, and it does not
need a reconfiguration for every new kernel because it can read many kinds of filesystems. This
feature is especially handy for situations where you might need to boot from an old kernel. Initially,
GRUB is slightly trickier to configure than LILO, but it is much easier to deal with once installed,
because you do not need to replace the boot sector for every new kernel. | recommend GRUB.

10.5.2GRUB

With GRUB, you need only install the boot loader code on your machine once; after that, you can modify a
GRUB menu file for any new kernel that you want to boot on a permanent basis.

The GRUB boot files are in / boot / gr ub. GRUB loads the various st age files into memory during the
boot process. If you already have GRUB on your machine, you just need to modify the

/ boot / grub/ menu. | st file when you add a new kernel image under a new name. (If you install a new
kernel image with the same name as the old kernel, you do not need to modify the menu file.)

Some distributions preinstall GRUB but have a different name for nenu. | st . You may need to dig



around in / boot to find the correct filename. In any case, the menu file looks like this:

default O
timeout 10

title Linux
kernel (hdO, 0)/boot/vm inuz root=/dev/hdal

title backup
kernel (hd0, 0)/boot/vminuz.0 root=/dev/hdal

The parameters in the menu file are as follows:

default Thetitl e entry that GRUB should boot by default. O is the first entry, 1 is the second, and
SO on.

ti meout How long GRUB should wait before loading the default image.
title A label for a kernel.

ker nel The kernel image and parameters, possibly including the root device.

In GRUB, ( hd0) isthe first hard disk on your system, usually / dev/ hda. GRUB assigns disk mappings in
the order that they appear on your system, so if you have / dev/ hda and / dev/ hdc devices but no

/ dev/ hdb, GRUB would assign ( hd0) to/ dev/ hda and ( hd1) to/ dev/ hdc. The first number in the
GRUB name is for the disk, and the second is for the partition (if there is a partition). Check the

/ boot / grub/ devi ce. map file for your system's hard drive mapping.

The kernel images in the preceding example are on the root partition of the primary master ATA hard disk.
There are two kernel images: a regular kernel at/ boot / vl i nuz and a backup at / boot /vl i nuz. 0.

Root Device Confusion

You may find it odd that the root partition is actually specified twice in the ker nel line in the preceding
example (you can see ( hd0, 0) and/ dev/ hdal). Thisis easy to explain: the ( hd0, 0) is where GRUB
expects to find the kernel image, and r oot =/ dev/ hdal is a Linux kernel parameter that tells the kernel
what it should mount as the root partition. These two locations are usually, but not always, the same.
However, the GRUB and Linux device names are completely different, and so you need them in two
places in the configuration file.

Unfortunately, you may see this alternate syntax in nenu. | st :

root (hdo, 0)
kernel /boot/vminuz.0 root=/dev/hdal

This is confusing, because GRUB does not pass its r oot parameter ( hd0, 0) to the Linux kernel.
Omitting the GRUB r oot parameter can prevent some head scratching.

Booting Other Operating Systems

There are all sorts of other things you can do with GRUB, like load splash screens and change the title
(usei nf o grub to see all of the options). However, the only other essential thing you should know is how
to make a dual-boot system.

Here is a definition for a DOS or Windows system on / dev/ hda3:

title dos
root noverify (hdo, 2)
makeacti ve
chai nl oader +1



Remember how the PC boot loaders usually work, by first loading whatever is on the first sector of the
disk, then loading the first sector of the active partition.

Installing GRUB

To put GRUB on your system for the first time, you must make sure that you have a nenu. | st file. The
GRUB installation process does not create nenu. | st ; you must come up with this file on your own. If you

don't, you can still boot your system, but you must type a series of commands resembling entries in
menu. | st to do so, as follows:

kernel (hd0, 0)/boot/vm inuz root=/dev/hdal
boot

To install the GRUB software, run this command to put the boot sector on your disk:

grub-installdevice

Here,devi ce is your boot device, such as / dev/ hda. However, if you have aspecial / boot partition, you
need to do something like this:

grub-install --root-directory=/boot device

After running gr ub-i nstal |, review your / boot / gr ub/ devi ce. map file to make sure that the devices
relevant to booting the kernel are in the map file and agree with your menu. | st file.

10.5.3LILO

To load your kernel with LILO, you must settle on a permanent location for your kernel image and install a
new boot block for every change you make to the kernel configuration.

Let's say that you want to boot / vl i nuz as your kernel with a root partition of / dev/ hdal. Furthermore,
you want to install the boot loader on / dev/ hda (replacing the MBR). Do the following:

1. Move the newimage into place at / boot /v i nuz.

2. Create the LILO configuration file,/ et c/ i | 0. conf . An elementary configuration might look like
this:

boot =/ dev/ hda

r oot =/ dev/ hdal
install =/ boot/boot.b
map=/ boot / map
vga=nor nal

del ay=20

i mage=/ boot/vn i nuz
| abel =Li nux
read-only

3. Runlilo -t -v totestthe configuration without changing the system.
4. Runlil otoinstall the boot loader code at / dev/ hda.

You can add more images and boot sectors to the LILO configuration. For example, if you saved your
previous kernel as / boot /vl i nuz. 0, you could add thisto your | i | 0. conf to make the old image
available as backup at the LILO prompt:

i mage=/ boot/vn inuz.0
| abel =backup
read-only



You can use the ot her keyword for foreign operating systems. The following additionto | i | 0. conf
offers a Windows partition on / dev/ hda3 as dos at the LILO prompt:

ot her =/ dev/ hda3
| abel =dos

LILO Parameters

Some of the mostimportant | i | o. conf parameters are listed here:
boot =boot dev Writes the new boot sector to the boot dev device.

r oot =r oot dev Usesr oot dev as the kernel's default root partition.

r ead- onl y Mounts the root partition initially as read-only. You should include this for normal boot
situations (i ni t remounts the root partition in read-write mode later).

append="options" Includes opti ons as kernel boot parameters.

del ay=numDisplays the LILO prompt for numtenths of a second at boot time before booting the
default kernel image.

map=map_fi | e Stores the kernel's location in map_fi | e. Don't delete this file.
install =fil e Specifiesthat fi | e isthe actual boot loader code that | i | o writes to the boot sector.

i mage=fi | e Defines a bootable kernel image with fi | e. You should always use the | abel
parameter directly following this definition to name the image.

| abel =name Uses nane to label the current boot entry.

ot her=partiti on Defines another partition that contains a boot sector; analogous to i nage for
other operating systems. Use | abel to define a label for the boot sector.

| i near Remaps the boot sector load references when the BIOS disk geometry is different than the
geometry that the Linux kernel sees. This is usually not necessary, because most modern BIOS code
can recognize very large disks.

10.5.4Initial RAM Disks

Aninitial RAM disk is a temporary root partition that the kernel should mount before doing anything else.
Red Hat Linux uses initial RAM disks to support SCSI host controller drivers and other drivers that are
compiled as modules.

Note You do not need an initial RAM disk if you compile all the drivers necessary to mount your root
filesystem directly into your kernel. The overwhelming majority of systems do not need an initial
RAM disk.

To install an initial RAM disk on a Red Hat Linux system, follow these steps:

1. Build your kernel and install the modules. Do not run any boot loader configuration or reboot just
yet.

2. Run this command to create a RAM disk image (where ver si on is your kernel version):

nkinitrd /boot/initrd-version version

3. If your boot loader is LILO, add this line to your new kernel's sectionin | i | 0. conf andrunlil o:

initrd=/boot/initrd-version

4. For GRUB, add the following to the appropriate kernel section:



initrd /boot/initrd-version



10.6Testing the Kernel

When you boot your new kernel for the first time, you should take a careful look at the kernel diagnostic
messages to make sure that all of your hardware shows up and that the drivers are doing what they are
supposed to do. Unfortunately, kernel messages tend to fly by so quickly that you can't see them. You can
rundnesg to see the most recent messages, but to see everything, you need to look at your log files.

Most/ et ¢/ sysl og. conf files send kernel messages to afile such as/var/ | og/ kernel . 1 og. If you
don't see it anywhere, add a line like this to your / et ¢/ sysl og. conf:

kern.* /var/l og/ kernel .l og

Then run this command:

kill -HUP '/var/run/syslogd. pid'

You may wish to make a checklist for your new kernel to make sure that your system still operates as it
should. Here's an example:

= Do the network interface and network firewalls work?

Are all of your disk partitions still visible?

Does the kernel see your serial, parallel, and USB ports?

= Does all of your external hardware work?

Does the X Window System work?



10.7Boot Floppies

You can also boot the kernel from a floppy disk. Creating a boot floppy can be useful when recovering a
Linux system that has no active kernel.

To create a boot floppy, put a freshly formatted floppy disk in the drive, go to the kernel source directory,
and run this command:

make bzdi sk

Of course, this only works if the size of your bzl nmage is smaller than the floppy disk capacity.

You may also need to run r dev to set the floppy's default root device. For example, if your root partition is
/ dev/ hdal, use this command:

rdev /dev/fdO /dev/hdal

Again, boot floppies are primarily useful during a system recovery when there is no active kernel. For
testing new kernels, it's far better just to use an advanced boot loader such as GRUB.



10.8Working with Loadable Kernel Modules

Loadable modules are little pieces of kernel code that you can load and unload into the kernel memory
space while the kernel is running.

Themake nodul es_i nstal | command (discussed in the "Installing Modules" section) installs the kernel
module object filesin /| i b/ nodul es/ ver - si on, where ver si on is your kernel version number. Module
object filenames end with . ko in kernel versions 2.6.0 and later, and . o in older releases.

All distributions use modules in some capacity. If you would like to see the modules currently loaded on
your system, run this command:

| smod

The output should look something like this:

Modul e Size Used by
es1370 24768 0 (autocl ean)
appl et al k 19696 13 (autocl ean)

This output includes es1370 (a sound card driver) and appl et al k (a network protocol driver).
aut ocl ean means that the kernel may try to automatically unload the module if it is not used for some
time.

To load a module, use the modpr obe command:

nodpr obenodul e

To remove a single module, use the - r option:

nodpr obe -r nodul e

As mentioned earlier, you can find module dependenciesin /| i b/ nodul es/ ver si on/ nodul es. dep.
Dependencies don't arrive on your system by magic; you must build an explicit list (the kernel module
install process usually does this for you). You may need to create module dependencies by hand for all
installed kernel versions after installing a module that doesn't come with the kernel. You can do this by
running this command:

depnod -a

However, this doesn't always work, because depnod may try to read the symbol function memory address

locations in the currently running kernel. This won't work if you're trying to build dependencies for kernels
other than the one you're running. To zero in on a particular kernel version, find a Syst em nap file that
corresponds to that kernel, and then run this command:

depnod -a -F System nmap version
As mentioned earlier, though, you do not need to run depnod under normal circumstances, because nmake
nodul es_i nstal | runsit for you.

HINT If you can't find the module that corresponds to a particular feature, go to the feature in the

kernel configuration menu and press ? to get the help screen. This usually displays the module
name.

10.8.1Kernel Module Loader



It's inconvenient to manually load a module every time you need to use a particular feature or driver. For
example, if you compiled a certain filesystem as a module, it would be too much work to run a nodpr obe
before a mount command that referenced the filesystem.

The Linux kernel provides an automatic module loader that can load most modules without additional
nodpr obe ori nsnod commands. To use the loader, enable the Kernel module loader option in the
kernel configuration. A kernel with the module loader runs nodpr obe to load modules that it wants.

There are limits to what the module loader can do without additional configuration. In general, it can load
most modules that do not involve specific devices. For example, the module loader can load IP tables
modules, and it can load filesystem modules as long as you specify the filesystem type with a nount

command.

The module loader cannot guess your hardware. For instance, the module loader will not try to figure out
what kind of Ethernet card is in your system. Therefore, you need to provide extra hints with the
nodpr obe. conf file.

10.8.2modprobe Configuration

Thenodpr obe program reads / et ¢/ nodpr obe. conf for important device information. Most entries are
aliases such as this:

alias ethO tulip

Here, the kernel loads the t ul i p module if you configure the et hO network interface. In other cases, you
may need to specify drivers by their major device numbers, such as this entry for an Adaptec host
controller:

al i as bl ock-nmj or-8 ai c7xxx

Wildcards are also possible in nodpr obe. conf aliases. For example, if all of your Ethernet interface
cards use the t ul i p driver, you can use this line to catch all interfaces:

alias eth* tulip

Note The module utilities discussed here are the ones that go with kernel version 2.6.0. These
programs are part of the nodul e-i ni t-util s package. Earlier kernel versions used the

nodut i | s package. The most significant difference between the two sets of utilities is that the
new package reads nodpr obe. conf instead of nodul es. conf . The syntax in both files is very
similar.

Chaining Modules and the Install Keyword

You can chain modules together with the i nst al I keyword. For example, if SCSI disk support isn't
compiled directly into the kernel, you can force it, as in this example for / dev/ sda on the Adaptec host
controller from the preceding section:

alias bl ock-nmajor-8 nmy_scsi _nodul es
install ny_scsi_nodul es /sbi n/ nmodprobe sd_nod; /sbin/nodprobe ai c7xxx

This works as follows:

1. A process (or the kernel) tries to access / dev/ sda. Assume that this device is not yet mapped to
an actual device.

2. The kernel sees that / dev/ sda isn't mapped to its device, which has a block major number of 8.
Therefore, the kernel runs this command:

nmodpr obe bl ock-naj or-8



3. nodpr obe searches though / et ¢/ nodpr obe. conf for bl ock- maj or - 8 and finds the al i as
line.

4. Theal i as line says to look for my_scsi _nodul es, so modpr obe runs itself, this time as follows:

nodpr obe ny_scsi _nodul es

5. The new nodpr obe seesinstall my_scsi _nodul es in nodpr obe. conf, and then runs the
command(s) that follow in the file. In this case, these commands are two additional nodpr obe
commands.

You can include any command that you likeinani nst al | line. If you need to debug something or just
want to experiment, try adding an echo command.

Note There is ar enpve keyword that works like i nst al | but runs its command when you remove a
module.

Module Options

Kernel modules can take various parameters with the opt i ons keyword, as shown in this example for a
SoundBlaster 16:

alias snd-card-0 snd-sbl6
opti ons snd-sbhl6 port=0x220 irq=5 dma8=1 dnmal6=5 mpu_port=0x330



Chapter 11: Configuring and Manipulating Peripheral
Devices

This chapter covers various peripheral devices that may be attached to your computer. Although compiling
and installing the low-level drivers for your kernel are the first steps in getting any device including
peripherals working, you may also need additional utilities or servers to do anything useful with the device.
A great deal of the work involved when configuring peripherals is digging through kernel log messages to
see exactly how the kernel assigns a device and whether the kernel recognizes the device correctly in the

first place. Therefore, this chapter contains a great number of example kernel messages that you can use
as a guide for your own installation.

11.1Floppy Drives

When working with a PC floppy drive, you must remember that it is one of the most unreliable pieces of
hardware that you can find on a PC. You can mount the first floppy drive using the device / dev/ f dO, but

this can be dangerous, because the kernel will not like any hardware errors. Using the mtools programs is
a good alternative to mounting the filesystem directly.

The mtools programs look like their MS-DOS counterpart commands with an mat the beginning. For
example, you can use ndi r for a directory listing.

To copy a file from a floppy disk to the current directory, run this command:

ncopy a:file .

Copying files from the local system to the disk is similar:

ncopyfile a:

You can also format a floppy with an MS-DOS filesystem using the nf or mat command:

nformat a:

For more options and commands, refer to the mtools(3) manual page.

11.1.1Floppy Images

Sometimes it's more convenient to copy the entire image of a floppy disk to a file on your hard disk than it
is to deal with individual floppy disk operations. You can perform the extraction with dd:

dd if=/dev/fd0 of =i mage file bs=512

You might be able to make the extraction go a little faster by changing the bs parameter to 32k. After you
have the image file, it's convenient to mount the image file on your system with a loopback block device.
This example mounts an image of an MS-DOS filesystem:

nount -t vfat -ol oop=/dev/Ioop0 i mage_file nount_point

Warning Remember to unmount the image file after you finish, especially if you plan to alter the
filesystem in the image.

11.1.2Low-Level Formatting a Floppy Disk



If you absolutely need to write to a floppy disk, but you keep getting I/O errors, you can try to format a disk
with the super f or mat program (which is part of the fdutils package) or with f df or nat .



11.2CD Writers

Linux CD burning programs work with ATAPI devices and generic SCSI devices, such as/ dev/ hdc and
/ dev/ sg0. The most popular command-line CD recording utility for Linux is named cdr ecor d.

Most CD burners on the market are ATAPI devices. At one time, Linux supported these devices with an
IDE-to-SCSI emulation driver called ide-scsi. However, with Linux kernel version 2.6, this is no longer
necessary, and the ide-scsi driver may not work well in newer kernel releases.

11.2.1Verifying the Hardware

Before trying to write a CD, you should verify that the CD recorder drive exists and determine its device
name and specification. For IDE devices, locating the device is easy; just use the standard device name
for the entire disk (for example, / dev/ hdc; see Section 2.3.4 for more information).

You can verify the existence and identity of a device with the - i nq option to cdr ecor d. For example:

cdrecord -ing dev=device

If there is an ATAPI device at devi ce, the output of the cdrecord -i nq command looks like this:

Devi ce type : Renpvabl e CD- ROM
Ver si on . 0

Response Format: 1

Vendor _i nfo : "PLEXTOR '
Identifikation : '"CD-R PX- WI012A
Revi si on ;101

Devi ce seens to be: Generic mmt CD- RW

You can search for a SCSI CD recorder device with this command:

cdrecord -scanbus

The output should look something like the following:

scsi busO:

(==Y
~—
* % k%

4) 'HP ' ' C1533A ' '9503'" Renpvabl e Tape
5) "PLEXTOR ' 'CD-R PX-R412C "' '1.04' Renpvabl e CD- ROM
*

NoOURAWNRO
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[cNeoNoNoNoNeNoNo)
w
N—r

7) *

A Linux SCSI device has a bus (for the host controller), a target, and a LUN (Logical Unit Number). Take a
close look at the bold terms in the preceding output; these are the bus, target, and LUN numbers. You can
see that the SCSI busis 0, the target of the burner (a Plextor drive) is 5, and the LUN is 0. Therefore, the
device you need to know is 0,5,0. Most burner devices do not have multiple units, so you can abbreviate
the device to 0,5.

If you know the generic SCSI / dev/ sg* device name of your CD-ROM, you can use that in place of the

three-part numeric identifier. Look for messages like the following in your kernel logs to identify the generic
device name. In this example, the device is / dev/ sg1l:

Vendor: PLEXTOR Model: CD-R PX-R412C Rev: 1.04

Type: CD- ROM ANSI SCSI revision: 02
sr0: scsi3-nmmt drive: 12x/12x witer cd/rw xa/fornR cdda caddy
Attached scsi CD-ROM sr0 at scsiO, channel 0, id 5, lun O



Attached scsi generic sgl at scsi0O, channel 0, id 5, lun O, type 5

11.2.2Creating a Filesystem Image and Writing a CD

To burn a CD, you need to create a new image of the filesystem to burn, then write that image to the CD
writer. You can do this either with a temporary disk image file or in a pipeline.

Using a Temporary Disk Image
ISO9660 is the original standard CD-ROM filesystem format that most CD-ROMSs use.

To create an 1ISO9660 filesystem image from a directory on a Linux system, use nki sof s, like this:

nki sofs -r -0 inmage.isodirectory

The-r option enables the Rock Ridge extensions that transform the stark 1ISO9660 filesystem into one
that looks more like a Unix filesystem. You should use this for any CD-ROM that you intend for use on
Unix systems. (For Microsoft systems, you may want to consider using - J for the Joliet extensions.)

You can write an image to the burner with cdr ecor d:

cdrecord -v dev=devi ce speed=speed i mage.i so

You can test a cdr ecor d command with the - dunmmy argument; this performs a recording run with the
burning laser off.

Before writing an image to a CD, you may also wish to test it with the loopback device (just remember to
unmount it when finished!):

mount -r -t is09660 -ol oop=/dev/|oop0 image.iso /mt

Using a Pipeline

If you don't want to create a temporary image file, you can attempt to create the filesystem and write to the
CD device in one pipeline:

nki sofs -r directory | cdrecord -v dev=devi ce speed=speed -

The only problem you may encounter with this is a buffer underrun, where nki sof s can't produce data
quickly enough for cdr ecor d to consume. If you run into a problem like this, one possible remedy is to
lowerspeed, or you can see if there are any other processes on your system that are hogging the CPU.



11.3Introduction to USB

Linux supports a wide variety of USB (universal serial bus) devices. A USB system on a PC consists of a
host controller inside your computer, hubs that act as splitters to give you more ports, and the actual USB
devices. The Linux kernel supports USB devices through three types of drivers:

= Host interface drivers
s USB device drivers

= Other drivers not necessarily related to USB, but required by a USB device driver (for example, the
USB mass storage driver requires the SCSI disk support driver)

When the host interface driver recognizes a controller, the kernel logs messages such as these:

ohci _hcd: 2003 Cct 13 USB 1.1 'Open' Host Controller (OHCI) Driver (PCl)
ohci _hcd 0000: 00: 02.0: irqg 9, pci nem d4806000

ohci _hcd 0000: 00: 02. 0: new USB bus regi stered, assigned bus number 1
hub 1-0:1.0: USB hub found

hub 1-0:1.0: 2 ports detected

Notice that the controller has an integrated hub with two ports. Plugging in external hubs yields kernel
messages like the following:

hub 1-0:1.0: new USB device on port 2, assigned address 3
hub 1-2:1.0: USB hub found
hub 1-2:1.0: 4 ports detected

Note Don't be surprised if you see hub-related log messages when plugging in a USB device, even if
the device is not a hub. Some of these devices contain hubs.

When you plug in a USB device, the kernel asks the various device drivers if they know how to talk to the
device. If a driver recognizes the device, it can claim the device and take over its management.

11.3.1USB Device Filesystem and Utilities

With the usbdevfs filesystem mounted at / pr oc/ bus/ usb on your system, you can take a look around
this directory to see the details of the devices that are connected to your system. However, you can also
get a short summary with the | susb command from the usbutils package:

Bus 001 Devi ce 005:
Bus 001 Devi ce 003:
Bus 001 Device 002:
Bus 001 Device 001:

| D 054c¢: 002d Sony Corp. MSAC-US1 MenoryStick Reader

| D 0451: 2046 Texas Instrunents TUSB2046 Hub

| D 046d: c00c Logitech Inc. Optical Weel Muse

| D 0000: 0000 Virtual Hub

If you want to see the gory details of all of your devices, run | susb -v. Be warned, though, that this prints
an extremely verbose listing.

11.3.2USB Input Devices

Basic USB keyboard and mouse support is not complicated. To use these devices on your system, you
need the USB human input device (HID) driver in your kernel. The relevant kernel log message looks like
this:

drivers/usb/input/hid-core.c: v2.0:USB H D core driver

With this in place, any USB keyboard that you plug into your computer should work with no further
configuration. Here is the message that the kernel logs when you plug in an old Apple keyboard:



i nput: USB HI D v1.00 Keyboard [Al ps Electric Apple USB Keyboard] on
ush-0000: 00: 02.0-2.1

USB mice aren't much more difficult to configure; the only thing you need to do is to tell the X server or
gpmwhere to find a USB mouse (look at your / et ¢/ X11/ XF86Conf i g file and gr ep for gpmin your

i ni t.d directory). The kernel maps all miceto / dev/i nput/ m ce, using the PS/2 mouse driver. The
kernel message that results from the hookup of a new mouse looks like this:

input: USB HI D vl1.10 Mouse [Logitech USB Optical Muse] on usb-0000:00:02.0-1

11.3.3USB Digital Cameras, External Flash Media, and External
Disks

Linux accesses external USB storage devices, including flash memory, in blocks, presenting the storage
as a SCSI disk. Therefore, you need the following drivers in your kernel if you would like to use such a
device:

m SCSI disk support, compiled directly into your kernel or as the sd_nod kernel module
= A USB interface driver (see Section 11.3)
= USB mass storage support, compiled directly into your kernel or as the usb- st or age module

Assuming that you have all of the drivers in place, you should see a kernel log message proclaiming that
there is a new SCSI bus when you plug in a flash media card device or other external mass storage
device:

scsil : SCSI enulation for USB Mass Storage devices
Vendor: Sony Model : MSAC- US1 Rev: 1.00
Type: Di rect - Access ANSI SCSI revision: 02
SCSI devi ce sda: 15840 512-byte hdwr sectors (8 MB)
sda: Wite Protect is off
sda: Mode Sense: 00 06 00 00
sda: assum ng drive cache: wite through
sda: sdal
Attached scsi renovabl e di sk sda at scsil, channel 0, id O, lun O
Attached scsi generic sg2 at scsil, channel 0, id O, lun O, type O

Upon disconnecting the device, you will see a message like this:

usb 1-2.1: USB di sconnect, address 4

Seeing the new SCSI bus in the kernel log does not necessarily mean that you have access to the
attached USB device. If your system does not have hotplug support, you may need to run a script called
rescan-scsi - bus. sh to get the kernel to recognize the new device. You can verify the geometry,
partitions, and filesystems on the storage device with an f di sk command such as this:

fdisk -1 /dev/sda

Flash Memory Filesystem Issues

The flash memory in most digital cameras contains an MS-DOS filesystem that you can easily mount
when you see the device in the kernel logs.

Warning You may wish to mount the filesystem in read-only mode, because it is too easy to remove
flash media cards and devices before unmounting the filesystem. If you alter the filesystem,
then remove the card before flushing the changes to the physical media with an unmount
operation, you risk data corruption.



11.4IEEE 1394/FireWire Disks

IEEE 1394 (also known as FireWire) drivers are relatively new to Linux. The Linux IEEE 1394 driver system is
similar to that of the USB system, and the Linux kernel support for IEEE 1394 includes the base module

(i eeel394) and host interface drivers. One common interface is OHCI-1394 (which has a module name of
ohci 1394), and the Tl PCILynx interface also has a driver (pci | ynx).

Kernel messages like the following indicate that the host interface driver detected the hardware:

ohci 1394_0: OHCI-1394 1.1 (PCl): |RQs[26] MV O=[ 9006000- 90067ff] Max Packet =[ 2048]
i eee1394: Host added: | D: BUS[ 0-00: 1023] GUI D[ 0001080020005¢ch4]

IEEE 1394 hard disks use SBP-2 (Serial Bus Protocol). As in the USB mass storage code, the Linux sbp2
driver masquerades as a SCSI host controller. When you plug in a drive, look for these kernel messages:

scsi0 : SCSI enulation for |EEE-1394 SBP-2 Devices

i eeel394: sbp2: Logged into SBP-2 device

i eeel394: sbp2: Node 0-02:1023: Max speed [ S400] - Max payl oad [2048]
i eeel394: Node added: |D: BUS[0-02:1023] GUI D[ 0090a95000001796]

If your system does not have hotplug support (see Section 11.5), you may need to probe the SCSI bus with
ther escan- scsi - bus. sh script described earlier in order to get the kernel to recognize the IEEE 1394

drive. Upon recognizing the drive, the kernel emits the usual SCSI drive messages:

Vendor: WDC Model : FireWre/USB2.0 Rev: 4.17
Type: Di rect-Access ANSI SCSI revision: 06
bl k: queue fffffc001954b928, no I/O nmenmory limt
Attached scsi disk sda at scsiO, channel 0, id O, lun O
SCSI device sda: 234441648 512-byte hdw sectors (120034 MB)
sda: sdal sda2

Note The Apple iPod is an SBP-2 device. To access the disk and its filesystem, you need appropriate
filesystem support and possibly also the appropriate partition table support in your kernel. The PC
version of the iPod uses the FAT32 filesystem, so you can use the vfat filesystem. The Macintosh
version uses a completely different filesystem type, so you need the Macintosh partition map support
in your kernel, as well as Macintosh filesystem (HFS) support as a module or compiled directly into
the kernel.



11.5Hotplug Support

Now that we've covered Linux USB and IEEE 1394 support, you should learn a little about Linux hotplug
support, a system that can handle the automatic configuration and cleanup of devices when you plug them
into the system.
The idea is simple; the kernel runs / sbi n/ hot pl ug when you plug in a device. Here's the procedure:

1. You plug in a device. The kernel notices.

2. The kernel runs / sbi n/ hot pl ugt ype, where t ype is the device type (usb,i eeel394,scsi,

and so on). The kernel sets a number of device-related environment variables in the new hot pl ug
process.

3. The/ et c/ hot pl ug script runs / et ¢/ hot pl ug/ t ype. agent.
4. Thel/ et c/ hot pl ug/ t ype. agent script tries to configure the device.

There really isn't much more to it than this. Each device type's . agent file has its own method of
configuring devices. For example, usb. agent goes through these steps:

1. usb. agent looks in/ et c/ hot pl ug/ usb. di st map and/ et c/ hot pl ug/ usb. user map to
locate a kernel module for the devices.
2. Having identified a module, usb. agent attempts to load the module.

3. If/ et c/ hot pl ug/ usb/ t ype exists, usb. agent runs that program.

Linux hotplug is almost entirely script-driven, which means that the details are even more subject to
change than the rest of Linux. However, keep in mind that if you ever have problems or questions you can
always read the hotplug scripts to determine what they are trying to do, even if the documentation is
inadequate or out of date.



11.6PC Cards (PCMCIA)

Linux PCMCIA support is highly dependent on kernel versions. If you upgrade your kernel, you almost
certainly need to upgrade your PCMCIA drivers and tools.

Although some of the core PCMCIA drivers are in the main Linux kernel distribution, you still need the
pcnti a- cs package for additional drivers and system utilities. The components of the PCMCIA system
include the following:

= Kernel modules for PC Card interface controllers and individual PC Cards. These modules go in
/1i b/ modul es/ versi on/ pcnti a.

m The/ sbi n/ car dngr daemon for managing configuration when you insert or remove a card.
= Various support utilities and services, located in / et ¢/ pcnti a and/ sbi n.

There are too many pieces of the system to set up and configure by hand, so the pcnti a- cs package
provides several scripts to get you on your way. The most important of theseisani ni t . d script called
pcnti a, where, depending on your distribution, you may need to modify a few lines to specify which
PCMCIA interface controller chipset you have. Look at this section:

# Source PCMCI A configuration, if available
if [ -f /etc/pcntia.conf ] ; then
# Debian startup option file
/ etc/ pcnti a. conf
elif [ -f /etc/sysconfig/pcntia ] ; then
# Red Hat startup option file
/etc/sysconfig/pcntia
el se
# Sl ackware startup options go right here:
# Shoul d be either 182365 or tcic
PCl C=i 82365
# Put socket driver timng paranmeters here
PCl C_OPTS=
# Put pcntia_core options here
CORE_OPTS=
# Put cardngr options here
CARDMGR_OPTS=
# To set the PCMCI A schene at startup...
SCHEME=
fi

The mention of specific Linux distributions may seem confusing, so step back and recall your shell script
essentials from Chapter 7. The script does the following checks and actions:

1. If/ et c/ pcnti a. conf exists, the script reads configuration details from there and skips past the
fi. Thisis probably the case if you're running Debian GNU/Linux.

2. If step 1 fails, the script looks for / et ¢/ sysconf i g/ pcnti a, which is the location of the pcnti a
file in Red Hat Linux.

3. If steps 1 and 2 both fail, the script directly sets PCl C,PCl C_OPTS, and so on. Note that this may
apply to distributions other than Slackware Linux.

To get car dngr talking to your PCMCIA interface controller, you should only need to set the PClI C
variable. Check through your i ni t. d and/ et c files to find the file in which you need to set this variable
(every distribution is different, so using gr ep PCl C may come in handy). If you don't know what sort of
hardware you have, there is a pci ¢c_pr obe program that comes with the pcnti a- ¢s source code that
can help you. The value of PCl C should match one of the module filenames in

/11 b/ modul es/ ver si on/ pcnti a; it's typically something like i 82365 ort ci c.

With the correct PCl Csetting in place, you can manually load the interface controller driver and start
car dngr with this command:

pcntia start



However, because pcnti aisani nit. d script, you should create r c. d links to start and stop the
PCMCIA services at boot and shutdown time (refer back to Section 3.1 if you're a little hazy on this
process).

11.6.1When You Insert a Card

Thecar dngr program reads configuration data and activates scripts in / et ¢/ pcnti a in response to
cards being inserted and removed. The central card configuration database is / et ¢/ pcnti a/ confi g.

When you insert a PC Card, car dngr does the following:
1. It reads the device identifier information from the PC Card.

2. It looks up the identifier in / et ¢/ pcnti a/ confi g, retrieving the kernel module name that contains
the device driver.

3. It matches the kernel module name with a class name in / et ¢/ pcnti a/ confi g.

4. It loads the kernel module(s) and configures the PC Card with respect to the local options in
/ etc/ pcnti al/ config. opts.

5. It runs a class script located in the / et ¢/ pcnti a directory, corresponding to the class name it
foundin/ et c/ pcnti a/ confi g.

letc/pcmcia

Let'slook atthe / et ¢/ pcnti a directory in more detail. Each kernel module has one or more matching PC
Card definitions in the / et ¢/ pcnti a/ conf i g file. For example, here is an entry that matches the
3c589_cs module against its vendor and version identifier strings:

card "Lucent Technol ogi es WaveLAN Adapter"
versi on "Lucent Technol ogi es”, "WaveLAN PCMCI A"
bi nd "wavel an_cs"

Thebi nd in the last line means to bind the card definition to one or more kernel modules. However, the
card definition does not always specify that ver si on of the hardware. car dngr can also identify the
appropriate kernel module by using other hardware criteria, including the f unct i on parameter, as in this
example:

card "ATA/ | DE Fi xed Di sk"
function fixed_disk
bi nd "ide_cs"

Well-defined device interfaces such as disks, serial ports (modems), and flash memory usually have a
funct i on parameter, but don't expect this from all devices. In particular, Ethernet cards usually don't
have a f unct i on parameter. You may also see manual device-identifier matches that use the nanfi d
keyword.

Having identified the necessary kernel module(s), car dngr then looks for the device driver module class,
which are found in the first part of / et ¢/ pcnti a/ confi g. Here is a sample definition that maps
wavel an_cs to the net wor k driver class:

devi ce "wavel an_cs"
class "networ k" nodul e "wavel an_cs"

Each driver class has a script in / et ¢/ pcnti a that car dngr runs after loading and configuring a card's
module (you'll see more about class scripts shortly).

Configuration Options

You should not modify / et ¢/ pcnti a/ confi g; instead, enter your local configuration data in



/ etc/ pcnti a/ confi g. opts (cardngr usually reads this file after conf i g). For the most part, the
PCMCIA utilities should work fine with the default settings, but the machine-and card-specific options in
confi g. opt s are at your disposal if your hardware just won't behave.

Of particular interest are the excl ude and i ncl ude keywords that enable you to manually specify IRQs
and addresses. For example, you will see the following lines to prevent car dngr from using standard
IRQs, regardless of what the kernel may say about their availability:

# First built-in serial port
exclude irq 4

# First built-in parallel port

exclude irq 7

You can specify per-module options with the nodul e keyword. These examples are also from the default
confi g. opt s file:

nodul e "ray_cs" opts "net_type=1 essi d=ESSI D1"

nodul e "wl an_cs" opts "stati on_name=My_PC"

Note In normal circumstances, you do not configure wireless options with conf i g. opt s, but rather,
withi weonf i g and possibly / et ¢/ pcrci a/ wi rel ess. opt s (see Section 5.15 for more

information).

Auxiliary Configuration Scripts

Each driver class has a script in / et ¢/ pcnti a. For example, the / et ¢/ pcnti a/ net wor k script
corresponds to the net wor k class mentioned earlier. car dngr runs the class script after loading and
configuring a card's module.

The/ et ¢/ pcnti a configuration scripts work like i ni t . d boot scripts, taking an argument to start, stop,
reload, or perform other actions:

st art Activates the device upon card insertion

st op Deactivates the device upon card removal

restart Reinitializes the device

check Verifies the device

suspend Deactivates a card, but leaves the driver running

r esune Picks up at the point where suspend left off, if possible

Just because a script exists in/ et ¢/ pcnti a doesn't mean that it actually works. These scripts run
through several combinations of distribution-specific configuration files, trying to find the right settings. If
your PC Card doesn't auto-configure correctly upon insertion, you may need to modify one of the scripts or
its corresponding . opt s configuration file.

Warning You may find it easiest to write your own driver class scripts or modify the existing ones, but
remember to make a backup of any script you decide to change. Reinstalling the pcnti a-
cs package overwrites each scriptin/ et c/ pcnti a (leaving a backup with a . Oextension).
The. opt s configuration files remain in place during a reinstall.

You should not normally need to call one of the / et ¢/ pcnti a scripts by hand. car dngr and car dct |
(discussed next) do this for you.



11.6.2cardctl

Thecar dct | utility enables you to alter card settings and display information about cards and sockets.
For example, you can view PC Card identifiers with this command:

runas cardctl ident

The output looks similar to this:

Socket O:
product info: "Lucent Technol ogi es”, "WavelLAN | EEE', "Version 01.01", ""
manfid: 0x0156, 0x0002
function: 6 (network)

Notice how this information relates to the configuration datain/ et ¢/ pcnti a/ confi g.

Here are some other car dct| commands:
confi g Shows detailed low-level hardware settings.

st at us Displays card or socket status.

ej ect socket Shuts down the card in socket (usei dent to identify the socket number). You
should run ej ect on certain cards, such as SCSI cards and other interfaces that take a long time to
initialize, before removing them.

i nsertsocket Tells any relevant drivers that you just put a card into socket . Like ej ect, thisis
not necessary for most cards.

suspendsocket Attempts to freeze the driver for socket and cut the power.
resunesocket Attemptsto recover from a suspend operation.
reset socket Resets the cardin socket .

There are a few more complex options for cards that need to operate in multiple environments (schemes);
see the cardctl(8) manual page and the PCMCI A- HOM Ofor more information.

Note Mostpcnti a- ¢cs builds also come with car di nf o, a GUI display of the PCMCIA configuration.
You may prefer to run this application in place of information commands such as car dct |
st at us.



11.7Approaching Other Devices

Obviously, the number of devices that you can attach to your PC is enormous, and attempting to write a
chapter that covers all of them is next to impossible. However, with what you just learned about SCSI,
USB, PCMCIA, and IEEE 1394, along with what you will learn about printers in Chapter 12, Ethernet
interfaces, and so on, you should be well equipped to take on almost anything. For example, you know
how to identify a USB scanner; it's just a matter of installing the appropriate drivers and software (the most
popular Unix scanning system is called SANE, if you are interested).

This book isn't finished with devices just yet, though. In particular, Chapter 13 has information about tape
drives, and Chapter 17 contains tips on how to purchase hardware so that you can avoid Linux
compatibility nightmares.



Chapter 12: Printing

Overview

The printing process on Unix works roughly as follows:
1. An application generates a document to print.

2. You or the application sends the document to a print server by means of a print client program.
3. The print server puts the document on a queue.
4

. When it is the document's turn to print, the print server sends the document through a print filter
program.

o

The print filter changes the document to make it acceptable to a printer.

6. If the printer does not understand PostScript (the standard document format in Unix), another print
filter must rasterize the document into a bitmap form that the printer understands.

7. The print server sends the result to the printer device.
Making your printer work on a Unix system can be a trying experience. There are several problems:
= There are few standards.
m Each stage of the process can present any number of errors.
= There are several different client, server, and filter packages for printing.
= |t's sometimes difficult to determine the purpose of each printing system component.
= The existing software never seems quite satisfactory, so upgrades are frequent.
= Security holes run rampant in network print servers.

= There are two basic ways to configure network printing: one where all computers send their
documents directly to a printer, and the other where all computers send their documents to a print
server, which then talks to the printer. It can be confusing when you have a network full of machines
that use both approaches.

With all of this said, you may not even want to bother to learn how printing works. To be perfectly honest,
if your distribution's printer setup tool works for you, it may not be worth going any further, as long as you
know how to firewall the print server's network port. However, when things don't work according to plan,
the information in this chapter will help you find out where the problem lies.

This chapter first explains the pieces of the printing system on Linux and then shows you how to put
everything together using CUPS (Common Unix Printing System). The best place to start is the print code
that applications create, PostScript.



12.1PostScript

Unix applications that print generate PostScript files as output. PostScript is not a simple file format;
rather, it is a page description language. Therefore, PostScript documents are programs, so you need an
interpreter to view or read them. Most mid-to high-end laser printers understand PostScript, as do certain
inkjet printers, but the cheapest printers do not. If you have such a printer (and who doesn't like to buy
cheap hardware?), your computer must perform the extra step of rasterization before the document is sent
to the printer.

When you rasterize a PostScript file, you convert its vector graphics into a bitmap. On Linux, the
Ghostscript program does this work. Ghostscript can produce output for almost any printer on the market,
but it also has many other uses because it is a full-featured PostScript interpreter. See Section 12.6 for
more information.

If you are interested in PostScript as a programming language, PostScript Language Tutorial and
Cookbook [Adobe 1985] is a good introduction to the language, and PostScript Language Reference
Manual [Adobe 1999] serves as a comprehensive guide to the language features. However, if you just
want an example PostScript file for tests, use a Web browser's print-to-file feature.



12.2Print Servers

There are several different Unix print servers. Here are just a few:

Berkeley LPD (Line Printer Daemon) One of the oldest print servers around, this system is fairly
stable, but is somewhat sparse on features and can be difficult to configure. Many network-capable
printers have integrated LPD servers.

LPRng This new spin on LPD has many new features, but in all honesty, is not any easier to
configure. You may also see a related package named PLP (Portable Line Printer).

Ipsched This is the System V printing system. If you're lucky, you'll never have to see it.

CUPS (Common Unix Printing System) Sooner or later, someone was bound to get so fed up with
the ugly state of printer clients and daemons on Unix that they wanted to rip everything to pieces.
CUPS is the latest entry in the Unix printing field, and it may prove to be the most successful. Its
internals and protocol departs from the older printing systems, but it still has a server (called the
scheduler) and print filters. In addition, the client commands are mostly identical to the Ipsched
commands, with LPD-compatible substitutes as well.

This chapter concentrates on CUPS, which is quickly gaining popularity because it is definitely much
easier to configure and use than the alternatives. In particular, CUPS offers a Web-based interface for
many of the more mundane printing tasks.



12.3Print Filters

Two print filters dominate Unix printing:

Foomatic This print filter works with almost any print server, and on the command line. Foomatic can
call Ghostscript for printers that do not understand PostScript.

ifhp Thisis a general-purpose filter for PostScript printers. ifhp is an older print filter that works well
with the Berkeley LPD-style servers.



12.4Print Clients

There are two traditional clients that send data to a print server:

| pr Thisisthe matching client for Berkeley LPD-based servers. Associated programs include | pq (to
view the current printer job queue) and | pr m(to remove a job from the queue).

| p Both CUPS and System V Ipsched use the | p interface to print (CUPS also has limited | pr
capability). The | pst at command shows printer jobs, and cancel removes a print job.

On traditional Linux systems, you send a PostScript job to the printer named pri nt er with a command
like this (you do not need - Ppri nt er if you want to send the job to the default printer):

[ pr -Pprinter file

For CUPS, you may also use the | p program (- dpri nt er is optional if you are sending to the default
printer):

Ip -d printer file

Commands like | pr and | p let you send any PostScript file or data pipeline directly to a printer. However,
one of the biggest problems with this model is that users have no idea that the print server expects
PostScript (in fact, most users have no idea what PostScript is). In response, administrators change their
print filters to automatically convert plain-text input files to PostScript so that users can use | pr to send
either a PostScript or plain-text file to the printer without worrying about conversions.

Other operating systems don't usually let you get very close to the printer; instead, they make you print
through an application that produces the correct output. Unix has these applications, too (such as gi np
and its gi np- pri nt counterpart), but Unix also lets you get very close to the printer with | pr.

Users tend to want to print pictures and various other kinds of data. If you send a JPEG file or other file to
a printer with | pr, it may do the right thing if the administrator set up the print filter to recognize and filter
the file. More often than not, though, the print system either rejects the file or prints endless pages of junk,
because the system tried to convert the binary file into PostScript using the text filter.

Therefore, it is extremely important that you know where the system converts your file into PostScript.
This is not a problem if you primarily use graphical applications to print, because these programs normally
generate PostScript and send the result to a command such as | pr. However, if you like to use the
command line, you must be very careful about what you send to the printer.

CUPS is fairly smart about document conversions because it attempts to determine the MIME type of any
input data before sending it to the printer. Furthermore, the system verifies that it can convert the data to
something that the printer understands. If CUPS doesn't know how to convert the data, the CUPS server
rejects the document rather than passing the printer data that it won't understand.

12.4.1Network Printing

You should have an idea of how network printing clients send data to print servers:
= Berkeley LPD clients send data to TCP port 515 on a print server.

» CUPS uses the Internet Printing Protocol (IPP). IPP is a TCP protocol that looks like HTTP (Hypertext
Transfer Protocol). The standard IPP portis 631, but CUPS also comes with a daemon that accepts
the LPR protocol on port 515.

= Most network-ready PostScript laser printers allow you to connect to TCP port 9100 and talk directly to
the print engine. Most network-aware print filters use this port to send data.

Regardless of the protocol, you should be especially vigilant with respect to open network ports on print
servers. Filter out or firewall any open ports. There have been serious vulnerabilities in print servers in the
past, and you can expect that many more will crop up in the future, especially with a system as new as



CUPS. This also holds true for network-aware printers. You do not want an intruder to waste the money
that you spend on printer supplies.



12.5CUPS
With these preliminaries out of the way, let's look at CUPS. CUPS has several interfaces, including a Web-
based status and administration tool. The Web interface is very good for normal maintenance and operation,

but unfortunately, if your needs lie outside the abilities of the interface, you still have to know how the system
works and where the various configuration files reside.

You can install CUPS anywhere you like. Most distributions use a / usr installation prefix, so the clients are in
[ usr/ bi n, the system programs are in/ usr/ sbi n, and so on. This book assumes that your directory prefix
is/ usr . Here are the directory locations and contents:

[ usr/ sbi n The cupsd server and administration programs

[ usr/ bi n User-level clients, including | pr and | p substitutes

/ et ¢/ cups Configuration files

/usr/1i b/ cups Filters, backends, network frontends, and Web interface scripts
/ var /1 og/ cups Printer log files

/ var/ spool / cups Spooled print jobs

[ usr/ shar e/ cups PPD file sources, fonts, and other program data

[ usr/ shar e/ doc/ cups Online documentation

12.5.1Configuring cupsd

The central server and scheduler in CUPS is named cupsd, and the central configuration file is cupsd. conf .
You normally do not need to do anything to get a working cupsd, but a stock configuration file isn't usually
very secure (see Section 12.5.2).

Examine the configuration file to get an overview of the things you can change. If you have ever configured
the Apache Web server, you will immediately observe similarities between the ht t pd configuration files and

the CUPS files.

Yourcupsd. conf file contains a lot of information, but first look for the AccessLog path and change it if you
want the log file in some other place:

AccesslLog /var/ |l og/ cups/ access_| og

The default IPP portis 631, so you should see the following line:
Port 631

You should not need to change this. However, you may wish to add more ports with the Li st en keyword.

The following parameters select the user and group that run all tasks except the cupsd server. You likely do
not need to change these, but you may need to add the user and group to your system:

User |p
G oup sys

12.5.2CUPS Security



Before you start CUPS, you should get a handle on security matters. Configured and installed from source
code, CUPS does not have an enviable level of security, and you should do something about that before you
even start the server. If your CUPS installation came with a Linux distribution, you should still take a look
through this section to verify that you have a practical level of security.

This section covers how to configure digest authentication, the most useful type of authentication available for
the CUPS Web administration interface. Run through the following steps on a new installation:

1. Scan your cupsd. conf for a section that looks like this:

<Locati on /admni n>
Aut hType Basi c
Aut hCl ass System

## Restrict access to | ocal domain
Order Deny, Al |l ow

Deny From Al |

Al low From 127.0.0.1

#Encryption Required

</ Locati on>

2. ChangeAut hType Basi c to Aut hType Di gest. Basic authentication sets up a Web browser to
send Unix user passwords as plain text. As earlier in the networking chapters, thisis a really bad idea.

3. Run the following command to add an admi n user to the CUPS digest password file
(/ et c/ cups/ passwd. nd5):

| ppasswd -a admin

4. When prompted, choose a password containing at least six characters and one number.

Certificate Authentication (for Command-Line Utilities)

You are now set up to use the CUPS Web interface securely. However, you will inevitably turn to command-
line administration programs such as | padm n when managing CUPS. These utilities also require
authentication because they operate through the same network port as the Web interface. However, you may
notice that you don't need a password to run these command-line programs as the superuser. Why is this so?

The answer is that CUPS has another form of authentication called certificate authentication, used primarily by
the command-line programs and internal server communication. The CUPS scheduler places identifiers in the
certificate directory / et ¢/ cups/ cert s for various purposes, but the one you care most about is

[ etc/cups/ certs/ 0. Any user that can read this file can run administrative programs without a password,
because these programs send the certificate instead of a username and password.

Note Don't use chnod to allow administrative access for non-root users because you may inadvertently

allow administrative access for anyone on the system. Instead, add the desired users to the Unix
group specified by the Gr oup directive from Section 12.5.

12.5.3Starting CUPS

With your security situation now under control, you're ready to start the CUPS scheduler and add some
printers. To start CUPS, all you need to do is run cupsd as the superuser. If you compile CUPS from source
code, you should take careful note that the install procedure modifies youri ni t. d and rc. d boot directories
to make CUPS part of your startup sequence.

To test your installation, access the Web interface by pointing a W eb browser to CUPS at this URL (notice that
this is the IPP port on your machine):

http://1 ocal host: 631/

This should yield a screen with several printing options. There are no printers in a new CUPS installation, so
adding a printer is your first order of business.


http://localhost:631/

12.5.4Adding and Editing Printers

The easiest way to add a printer is with the Web interface (there is an AddPrinter button on the printer list
page). The first time you try to do any administration task, CUPS asks you for a username and password. Use
theadm n user and password that you configured in Section 12.5.2.

To add a printer with the command-line interface, use the | padni h command. The bare minimum command
for adding a printer without a print filter is as follows:

| padmin -p nane -v device

Depending on your configuration, you may need the - E option to specify encryption.

Adding a Test Printer

As is the case with most Unix utilities, commands like | padni n do nothing more than modify text files (except
that with CUPS, | padmri n opens a network connection to the CUPS server, sends some data, and then the
server changes the files). You should know exactly what happens when you run | padmi n.

Add a dummy test printer by going through the following steps:
1. Runl padm n to add the printer:

| padmin -p test -v file:/dev/null

2. Usel pst at to verify that the printer is there:

| pstat -p

Your new printer should show up as follows:

printer test disabled since Jan 01 00:00 -
reason unknown

3. Examine/ et ¢/ cups/ printers. conf. You should see an entry like this:

<Defaul tPrinter test>
Info test
Devi ceURl file:/dev/null

</Printer>
4. Activate your printer:

| padmin -p test

Thel pst at - p command should now report the printer as idle rather than disabled.

5. Send a test job to the printer:

echo test | Ip -d test

6. Verify that the job started by looking at / var /| og/ cups/ error _| og. The file-name is somewhat
misleading, because er r or _| og also contains normal diagnostic messages. You should see some
entries that look like this:



I [05/Cct/2003: 14:44:46 -0700] Started "/usr/lib/cups/cgi-
bin/printers.cgi" (pid=17156)

| [05/Cct/2003: 14:46: 23 -0700] Adding start banner page "none" to job 1.
| [05/Cct/2003:14:46: 23 -0700] Adding end banner page "none" to job 1.

I [05/Cct/2003: 14: 46: 23 -0700] Job 1 queued on 'test' by 'user'.

7. The job should also complete. Use the following command to make sure this is the case:

| pstat -Wconpleted -1 test

The output should look like this:

test-1 user 1024 Sun Cct 5 14:46:23 2003
queued for test

8. Remove the test printer when you're finished by using this command:

| padmin -x test

This lengthy procedure confirms that your CUPS server is running and that you can add and modify printers.

Adding a Real Printer

Now that you have some familiarity with the process, you are ready to add a real printer with a particular
model using this command:

| padmin -p nane -v device -m nodel

Thermodel parameter is extremely important because it provides printer-specific information, including the
printer driver specification. If you do not use the - mparameter, CUPS uses a "raw" print model, sending
unfiltered input directly to the printer. You almost certainly do not want this, because printers can generate
copious amounts of garbage upon receiving bad input.

If you want to make the new printer the default, run this command:

| poptions -d nane

For the most part, you provide a PostScript Printer Description (PPD) filename as nodel . You can get a list of
PPD files with this command:

| pinfo -m

However, in a stock CUPS installation, it's unlikely that the output list will contain an appropriate PPD entry for
your printer, even though some of the entries may look tempting. Before discussing PPD files (see Section
12.5.6 for more information on those), let's briefly look at how to specify a device for the - v option in the
earlierl padm n command.

12.5.5Printer Devices (Backend Specifications)

As you might surmise from thefil e:/dev/ nul | specification in the test printer you created, you specify
devices with Uniform Resource Identifiers (URIs). You can get a partial list of URI options with the | pi nf o
command:

[ pinfo -v

The output looks something like this:



net wor kK socket

network http

network ipp

net work | pd

direct parallel:/dev/lpO

direct scsi

serial serial:/dev/ttyS0?baud=115200
serial serial:/dev/ttyS1?baud=115200

The right-hand column contains backend types and complete URIs. You might see the following backends:

parallel Most direct connections are still through the parallel port. The port named LPT1 in DOS and
Windows is / dev/ | pO on Linux, so the following device specification works fine in most cases:

parallel:/dev/lp0

However, you may want to use the bidirectional capabilities of the port for PostScript printers. For
example, you may want an accounting program to ask the printer how many pages it prints for each job.
Use this device for the bidirectional parallel port:

paral |l el :/dev/ parportO

usb Newer printers with USB connections use a slightly different backend than parallel ports do. The URI
looks something like the following, although the device filename may not be the same on your system:

usb: / dev/ usb/ I p0O

socket Thisis a direct TCP network connection to the print engine of a network printer. Most of these
printers listen on TCP port 9100, so you can specify this as follows (since port 9100 is the default, you
don'treally need the : 9100):

socket://printer_host: 9100

Ipd If you want CUPS to send jobs to the Berkeley LPD port of a remote print server or printer, use this
URI specification:

| pd://host/printer_name

smb This is for printing to a Windows printer share. You need to use Samba's snbspool program in this
case. See Section 14.6.2 for more details on the URI specification and setting up the Samba backend.

ipp, http These are for printing to other network IPP servers (such as remote CUPS servers). Here is an
example:

i pp://host/printer_nane

serial In the earlier days of Unix, machines talked to printers with a serial port, and some special-purpose
printers still have serial ports. Because serial ports have a more complex system configuration than
parallel ports, you often need special parameters to indicate the baud rate and other port settings. At the
very least, you should specify the baud rate, as in this example:

serial :/dev/ttyS1?baud=38400



However, you often need to specify the parity and flow-control settings. Flow-control settings include sof t
(orxonxof f),dtrdsr, and hard (orrt scts). Use a + sign before each additional setting, as shown in
the following example:

serial :/dev/ttyS1?baud=38400+si ze=8+parit y=none+f | ow=dt r dsr

scsi SCSI printers are rare, but if you happen to find one, you can print to its generic SCSI device, as in
this example:

scsi:/dev/sgl

file This prints to a file. By default, CUPS disables printing to any file on the system except / dev/ nul | .
You can change this by adding a Fi | eDevi ce parameter in your cupsd. conf file. Be warned that you
risk very serious security breaches if you do so.

CUPS does not let you choose a backend that it knows it cannot reach. For example, if your kernel does not
have parallel port support, CUPS does not list parallel ports when you run | pi nf o - v. However, the system
isn't perfect; a port showing up in the list does not mean that support actually exists.

Each one of these backend specifications uses its own separate backend program located in
[usr/1ib/cups/backend. The backend comes in at the very end of the print process.

12.5.6PPD Files

After choosing an appropriate device, you can complete the printer definition with a PPD file. CUPS uses PPD
files for its printer database.

A PPD fileisin plain text and describes a printer's capabilities. CUPS keeps its default PPD files in

[ usr/ shar e/ cups/ nodel ; to make the options in a new PPD file available to the CUPS Web interface, put
the file in / usr/ shar e/ cups/ nodel and send your cupsd a HUP signal. When you import a PPD file into
the CUPS PPD file database with | padni n - m CUPS makes a copy of the file in / et ¢/ cups/ ppd.

The PPD file gives you fine control over printing options. Notice that if you choose the raw interface (that is,
no PPD file), you get no options with the Configure Printer button in the CUPS Web interface, so you cannot
change media, duplex, banner page, and other settings.

Here is the general printer and file information from the PPD file of an Apple LaserW riter 16/600:

*For mat Ver si on: "4.3"

*Fi | eVersi on: "1.1"
*LanguageVer si on: English
*LanguageEncodi ng: 1SOLatinl

*PCFi | eNane: " POSTSCRI . PPD"
*Manufacturer: "Apple"
*Pr oduct : "(LaserWiter 16/600)"

Looking elsewhere in the file, you might see some information on page sizes:

*PageSi ze Letter/US Letter: "<</PageSize[612 792]/1 magi ngBBox nul | >>set pagedevi ce"
*PageSi ze A4l A4: "<</PageSi ze[ 595 842] /1 magi ngBBox nul | >>set pagedevi ce"

A standard PPD file should also contain font information:

*Def aul t Font: Couri er

*Font Avant Gar de- Book: Standard "(001.006S)" Standard ROM

*Font Avant Gar de- BookObl i que: Standard "(001.006S)" Standard ROM
*Font Avant Garde-Deni: Standard "(001.007S)" Standard ROM

*Font Avant Garde- Deni Obl i que: Standard "(001.007S)" Standard ROM
*Font Bookman-Demi: Standard "(001.004S)" Standard ROM

*Font Bookman-Demiltalic: Standard "(001.004S)" Standard ROM



*Font Bookman-Li ght: Standard "(001.004S)" Standard ROM

*Font Bookman-Lightltalic: Standard "(001.004S)" Standard ROM
*Font Courier: Standard "(002.004S)" Standard ROM

*Font Courier-Bold: Standard "(002.004S)" Standard ROM

The preceding excerpts are from a GPL version of a PPD file. PostScript printer manufacturers provide PPD
files for their products, and for the most part, these should work fine with CUPS. However, non-PostScript
printers do not normally come with PPD files, so they need a third-party PPD file that specifies a print filter to
rasterize PostScript. You can get CUPS PPD files at sites such as http://www.linuxprinting.org/.

12.5.7Specifying a Filter

One of the most frequently encountered problems with CUPS is that many of the PPD files you find on the
Internet contain CUPS-specific print filter parameters that you may not have on your system. Y ou should be
able to recognize these parameters and have an idea of how to correct or delete them as you go.

CUPS filters convert file formats in two ways:

To acommon format This type of filter converts various file formats into a common format. This
common format will be either PostScript or raster data. The nmi me. convs file controls the filters that
perform the conversion. For the most part, you should not have to worry about these filters, which are
covered in the next section.

From a common format A filter specified in the PPD file runs just before the backend to change the
common format data into the language that the printer understands. If you have a PostScript printer, you
probably do not need this filter in your PPD file. However, if you don't have a PostScript printer, these
backend filters require a lot of attention, as you will see.

CUPS Filters and mime.convs

CUPS comes with a number of filters in/ usr/ i b/ cups/filter that transform various intermediate file
formats into printer-ready data. However, it is difficult to see where and how CUPS runs these filters.

When you print a file, you can observe something like the following in the log file (this example is for a text
file):

Started filter /usr/lib/cups/filter/texttops (PID 3999) for job 25.
Started filter /usr/lib/cups/filter/pstops (PID 4000) for job 25.

To get this detailed logging, the LogLevel parameterin your cupsd. conf must be a minimum of i nf o.
However,i nf o does not log the initial input file type; you need to set the parameter to debug in order to log
this additional information.

In the log, you can see some filters running, and from the names of the filters, you know that CUPS has some
sort of idea about the job's file type. Unfortunately, the actual workings of the conversion mechanism aren't
terribly obvious from the log file output. Here's how the sequence works:

1. CUPS determines the output format that the backend needs to send to the printer by looking at the PPD
file.

2. CUPS determines the input file type with the help of / et ¢/ cups/ m ne. t ypes. In the preceding
example log output, the appl i cati on/ postscri pt rulein/etc/ cups/ m ne.types matched.

3. CUPS looks through the / et ¢/ cups/ m ne. convs file for a suitable filter to perform the conversion
between the input file format and the format that the backend needs. Consider this line from
m ne. convs that transforms plain-text files to PostScript output:

text/plain application/postscript 33 t extt ops

The four columns here are the input MIME type, the output MIME type, the estimated cost, and the
name of the filter program that converts the input to the output.


http://www.linuxprinting.org/

4. CUPS runs the filter or filter sequence required for the printer backend. If there are no suitable entries
inm me. convs, CUPS logs this message:

Unabl e to convert file O to printable format for job n!

5. CUPS runs any necessary additional filter before handing the final output to the backend (see the next
section).

Specifying a Backend Filter in the PPD File
Just before sending the job to the printer backend, CUPS may run a backend filter from the PPD file.

Backend filters are set with the cupsFi | t er parameter in the PPD file. Here is an example from the PPD file
that you saw earlier:

*cupsFilter: "appl i cation/vnd. cups-postscript 0 foomatic-rip"

As you can see, the cupsFi | t er parameter's value consists of three parts:

1. An expected MIME type. In the preceding example, the type is PostScript. The default is
appl i cation/vnd. cups-postscript.

2. The relative cost of the filter (set thisto 0).
3. Thefilter's executable name.

The preceding cupsFi | t er parameter is very typical for printers that do not understand PostScript. Foomatic
is a print filter that handles many different kinds of printers.

There are a few gotchas with the cupsFi | t er setting:

= You don't need an extra filter if your printer already understands PostScript. Many PPD files for PostScript
printers that you find on the Web contain filters that don't really do anything, but require extra software
configuration. Delete any cupsFi | t er lines in your PPD file if your printer understands PostScript.

m The default PPD files and ni ne. convs file that come with CUPS do not contain the necessary settings to
rasterize PostScript files, and it can be somewhat confusing to configure the rasterizer. For example, the
generic HP LaserJet PPD files in the CUPS distributions expect raster (not PostScript) input. However,
the default mi ne. convs file doesn't contain an active entry for transforming PostScript into raster output.
For this reason, you may want to avoid the standard CUPS PPD files and look on the Web for appropriate
files.

m To address the problem of rasterization, most PPD files for non-PostScript printers on the Web assume
that you have Foomatic as a filter (see Section 12.5.8) with Ghostscript as the rasterization engine. If your
printer doesn't understand PostScript, it's unlikely that you will be able to avoid Foomatic.

There is good news, though. Most PPD files that you find on the Web work fine if all of your software
(Ghostscript, Foomatic, CUPS, and so on) is installed correctly.

12.5.8Foomatic (for Non-PostScript Printers)

If your printer does not have native PostScript support, there may still be one more piece of the puzzle to
configure — the rasterizer filter. There are several options here, but the most popular system at the moment is
Foomatic.

Before going into details about Foomatic, you should be clear on the end goal here: you want a print filter to
run a Ghostscript (gs) command to render PostScript input into bitmap form to send to the printer. The

command arguments look something like this:

gs - -dSAFER - dNOPAUSE - dBATCH devi ce_options -sQutputFil e=- -

This seems simple enough, but unfortunately, devi ce_opt i ons can be a tremendous mess. There are

countless combinations of printer data formats and options. Foomatic attempts to resolve these problems with
a database containing options for nearly every printer model out there. You may see references to this



database all over the Web but very little information on how to actually use the database.

What most documentation fails to mention is that most administrators and users don't even interact with the
database. All you need to worry about is building printer configuration data, such as PPD files. In fact, this
work is already done for you when you visit http://www.linuxprinting.org/ to get a PPD file for your printer. All of
the information that the Foomatic filter program (f oormat i c-ri p) needs isin that PPD file. For example, here
is a portion of the HP LaserJet 1100 PPD file that contains Ghostscript arguments:

*Foomat i cRl PConmandLi ne: "gs -q - dBATCH - dPARANO DSAFER - dQUI ET - dNOPA&&
USE -sDEVI CE=ijs -sljsServer=hpijs¥%AYB¥C -dlj sUseQut put FD¥&Z - sQut put Fi &&
le=- -"

*End

Note SeeSection 12.6.3 for notes on certain HP printer drivers.

Testing Foomatic

To use Foomatic as afilter, you need the f oomati c-ri p programinli b/ cups/filter (a symbolic link to

another location works fine). You can verify that Foomatic produces the correct printer output by running
foomati c-ri p onthe command line, generating printer output by hand. You can then send this data directly
to the printer, bypassing the print spooler.

First, locate your printer's PPD file (ppd_fi | ) and find a test PostScript file to test with (t est _fil e. ps).
Run this command to create printer data int est . prn:

foomatic-rip -v --ppd ppd_file test file.ps > test.prn

The- v option specifies verbose operation so that you can see exactly what the filter is doing. If everything
goes well, you should see the following at the end of the diagnostic messages:

KID4 exited with status 0
Renderer exit stat: 0
Render er process finished

Cl osing foomatic-rip.

Successful completion also means thatt est . pr n should now be a gigantic (probably binary) file that you can
send directly to the printer device.

12.5.9Administrative Command Overview

With the mess of print filters hopefully behind you, it's time to learn some commands for day-to-day tasks.
Compared to other Unix server systems, it isn't terribly important that you know the syntax of every last
command, because the Web administration interface does an adequate job in most cases (and is sometimes
far preferable to the command line — for example, when doing printer media option configuration).

However, you should develop at least a passing familiarity with the following commands (remember that each
command has a manual page):

| padmi n Adds, removes, and modifies printers.
| pi nf o Displays device and PPD file information (for use with | padmi n).

| popti ons Sets printer options. To display a quick list of options for a particular printer, run this
command:

| poptions -p printer -|

| pst at Displays printer and job information (after you create printers). To display a printer's job queue,
use this command:
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| pstat -0 printer

To see the status of every printer on the system, use this:

| pstat -a
cancel Removes a job. To remove all jobs from a queue, run this command:

cancel -d printer -a

di sabl e Disables printing (but still possibly allows new jobs on the queue).
enabl e Enables printing.

rej ect Disables print queuing.

accept Enables print queuing.

| ppasswd Modifies users and passwords (for digest authentication; see Section 12.5.2).

12.5.10Client Access Control

By default, CUPS allows printer and administration access only to localhost. If you have a network of
machines that you want to grant access to your CUPS server, then you have to change your cupsd. conf file

to reflect this.

To get an idea of how per-client access control works, edit your cups. conf file and search for the line that
reads<Locat i on />. It should start with a section that looks like this:

<Location />

Order Deny, Al | ow
Deny From Al |

Al ow From 127.0.0.1
</ Locati on>

TheLocat i on / section defines global access-control parameters for the CUPS server. In the preceding
example, the directives work together to give access to localhost (127.0.0.1) and nothing else:

Order Deny, Al | owAllows you to specify hosts and networks that are denied and allowed access with
theDeny and Al | owdirectives. Further more, it also means that you can override Deny directives with
Al | owdirectives. This is the most useful mode in CUPS, and you should never change it.

Deny From Al |l Denies access to all clients by default. Again, you should not change this.

Al'l ow From 127. 0. 0. 1 Makes an exception to the preceding Deny From Al | rule, granting access
to localhost.

If you want to allow access for all of your printers to more clients, you can just add another rule directive after
theAl | ow From 127. 0. 0. 1 line. The following rule directive grants access to the subnet defined by
10. 0. 1. 0/ 255. 255. 255. 0:

Al'l ow From 10. 0. 1. 0/ 255. 255. 255. 0

You may have as many Al | ow From cl i ent lines asyou like, and you can specify the cl i ent parameter
in several ways. The following five specification types are the most useful:

= Subnet notation, as in the preceding 10. 0. 1. 0/ 255. 255. 255. 0 example

= |P addresses, such as 10. 0. 1. 3



» Fully qualified domain names, such as cl i ent . exanpl e. com
= Domain wildcards, such as *. exanpl e. com
= Network interfaces, such as @ F( et h0)

Remember that the Locat i on / section is for global access, including printer job control and other client
tasks. Administrative tasks, on the other hand, have their own Locat i on section (<Locat i on /adni n>) that

specifically excludes connections from all hosts except localhost. In fact, you have already seen this section
when you forced CUPS to digest authentication. Search for it in your cupsd. conf to verify that it allows
administrative access to localhost, and to nothing else.

Note You can specify per-printer client access by adding <Locat i on/ pri nt er s/ name> access control
sections, where nane is the name of a printer. You'll probably need to experiment for a while to get it
to work perfectly.

12.5.11Auto-Discovery

One of the more interesting CUPS features is automatic network printer discovery. This is called browsing.
Most CUPS installations have browsing active by default, meaning that CUPS listens for messages from other
print servers on the network. The cupsd. conf parameter is Br owsi ng:

Browsi ng On

However, without additional help, your CUPS server will likely not make itself known to the other print servers
on the network. To make your CUPS server broadcast its presence, you need a Br owseAddr ess broadcast
address parameter in cupsd. conf . For example, to send notification packets to as many hosts on the
network as possible (essentially, as many as your routers allow), use this parameter:

Br owseAddr ess 255. 255. 255. 255

You can think of a numeric broadcast address as a sort of inverse subnet combined with an IP address. For
example, to send packets to the subnet defined by 10.1.2.0/255.255.255.0, try this:

Br owseAddress 10. 1. 2. 255

This said, the best choice is likely the "local" interface selection that sends broadcast packets out to all
network interfaces except PPP links:

Br owseAddr ess @ OCAL

If you have a server with several Ethernet interfaces, but do not want to broadcast on all of these interfaces,
use@ F. For example, here's how to broadcastto et h1:

Br owseAddress @ F(et hl)

12.5.12Running an LPD-Compatible Server

Browsing and broadcasting goes a long way toward allowing communication between various CUPS servers
on a network, but if you want older clients running Berkeley LPD printing systems to be able to print to your
CUPS server, you need to configure your server to allow jobs from these clients.

To do this, run a special LPD server frontend called cups- | pd locatedin/ usr/1i b/ cups/ daenon. Thisis
ani net d service (see Section 6.3), so you want a line like thisin your / et ¢/ i net d. conf (or the xi netd
equivalent):

printer streamtcp nowait cups-user /usr/lib/cups/daenon/cups-1pd cups-1pd



cups-user isyour CUPS User parameter from cupsd. conf (usually | p). There is no built-in access control
incups- | pd, but like any other network service, you want to make sure that your firewall rules have adequate
coverage; see Section 5.13. Remember that pri nt er isdefinedin /et c/ servi ces as port 515.

12.5.13Troubleshooting CUPS

When you have a problem with CUPS, it's particularly important to take things one step at a time. You may
find this sequence helpful:
1. Make sure that CUPS is working properly by creating a test printer with no filters (raw mode) and a
device of fil e:/dev/ nul | . Send atest file to the printer with the Web interface and | p, and verify
that the jobs complete with | pst at :

| pstat -Wconpleted -0 test_printer_nane
| pstat -0 test_printer_nane

2. Use your printer's PPD file to activate your filter. See Sections 12.5.4 and 12.5.6 for more detail if
something goes wrong. Print more test files, again making sure that the jobs finish.

3. Add the printer's actual device, and then try another test job. If necessary, try printing to a file, then
sending the file directly to the printer.

If a test print job fails and stalls, the printer state changes to "not ready," and you need to start the printer
again to retry the job or run any new jobs. Do this with enabl e pri nt er orthe Web interface. Before you
start changing files around, though, you should look at your log files, which are described in the next section.

Error Messages

The complex nature of the print spooler and filters makes it crucial that you pay careful attention to your log
messages. The most important log fileis/ var/ | og/ cups/ error _| og (the name is slightly misleading

because the file also contains normal diagnostic messages).

Looking at the log reveals this format:

| [timestanp] Started filter /usr/lib/cups/filter/pstops (PID 3434) for job 26.
D [timestanmp] Processl PPRequest: 10 status_code=0
E [timestanp] [Job 26] unable to open print file - : Pernission denied

The letter at the start of the line indicates the message severity or priority. The three letters in the preceding
example are as follows:

I An informational log message. These notices usually indicate some significant event, such as a filter
invocation or job submission.

D A verbose debugging message. You should not care about these unless you run into a problem.

E An error message indicating that something doesn't work. The CUPS scheduler usually keeps running if
there is an error. However, you may end up missing a feature or having a stalled printer job.

You can change the log level with the LogLevel parameterin the cupsd. conf file. The default level is i nf o
in most installations. If you want the debugging messages, you must use debug. If you change your

LogLevel parameter, remember to reload your configuration file after making any changes by sending a HUP
signal to cupsd.

Filter Problems

The first thing you should do after running into trouble in the print filter stage is to make sure that the CUPS
filtersin/ et c/ cups/ m me. convs function properly.

To do this, first disable any filters that you might have in your printer's PPD file so that you can eliminate the
backend filter from the list of things that can go wrong. You will probably only have such filters if you are using
a non-PostScript printer. If that's the case, edit your printer's PPD file (the one in / et ¢/ cups/ ppd), looking
for a cupsFi | t er parameter (see Section 12.5.7). Comment out the parameter by adding a %just after the *;
for example:



*OgupsFilter: "application/vnd. cups-postscript 0 foomatic-rip"

After making this change (and making cupsd re-read its configuration with a HUP signal), submit a test job to
see if data can make it past the m ne. convs filter stage to the printer device. Although you are not likely to
run into any trouble with the CUPS-supplied filter programs in i ne. convs, this process may help you
uncover spool directory permissions problems (discussed in the next section) because these sorts of problems
usually show up in the initial print filter stages.

Having worked out any kinks notinvolving the cupsFi | t er filter, re-enable this parameter and look for more
trouble:

» Verify that the cupsFi | t er filterisinthe |i b/ cups/filter directory.

m For the Foomatic filter, use f oomati c-ri p - v manually from the command line to check for valid
output (see Section 12.5.8).

m Check that the filter has the correct path for any necessary program.
= If your filter relies on Ghostscript, ensure that you have the required driver by running gs - hel p.
Spool Directory Permission Errors

Look for this message in your error log:

E [timestanmp] [Job n] unable to open print file - : Permission denied

CUPS normally runs its filters as the pseudo-user Ip and the group sys, so this user must have access to the
spool directory / var / spool / cups in order to access intermediate data. When fixing the permissions, look for
these problems:

= Check all component directories of / var / spool / cups. Can the Ip user access each of them?

= Make sure that you have the Ip user in your / et c/ passwd file.

= Verify that Ip belongs to the sys group. (Remember that you can change the pseudo-user and group with
theUser and Gr oup parameters of cupsd. conf .)

Device Problems

After running through the filter gauntlet, you are ready to send output to devices. Fortunately, there is
relatively little that can go wrong at this final stage:

= The Ip user must have write access to any printer device directly connected to the system. In addition,
check the kernel bootup messages and / pr oc to ensure that the kernel recognizes the device ports.

= For network printers, make sure that your host can reach the printer. If your device is the socket type on
TCP port 9100, test the connection with this command:

tel netprinter_address 9100

Terminate a successful connection by pressing CONTROL-], then CONTROL-D. Unless you know the
printer's native language, this connection does little good other than confirming that it can be made.



12.6Ghostscript

If you want to get a handle on printing under Unix, you should get to know Ghostscript. As mentioned before,
most Unix programs that print generate PostScript output. Ghostscript is a PostScript interpreter that includes
these features:

= Bitmap rendering from PostScript code in several different output formats
m PostScript file filtering

= Reading and writing to PDF format

= Document previewing

To get a feel for how Ghostscript works, run it with a file and no other arguments:

gsfile.ps

In addition to getting a preview window showing the first page of the file, you should also see this message bacl
at your terminal window:

>>showpage, press <return> to continue<<

As the prompt suggests, pressing RETURN pages through the file. After reaching the final page, you get a GS>
prompt; you may press CONTROL-D or CONTROL-C to exit.

There are several frontend programs, such as gv and ggv, that give a nicer interface to the Ghostscript previev
Whether you use one of these frontend programs or not, running a preview can verify that you have a valid
PostScript file to begin with. This can go along way in tracking down problems, especially if your print spooler
also uses Ghostscript to rasterize images for the printer.

12.6.1Command-Line Options

A full gs command line such as the one in Section 12.5.8 may seem a bit complicated, especially when it come
to device specification. However, it's not hard to gain enough familiarity to make use of Ghostscript's filtering
capabilities.

Take a close look at the following command, which filters ol d. ps to create new. ps:

gs -g -dNOPAUSE - dBATCH - dSAFER - sDEVI CE=pswrite -sQutputFil e=new. ps ol d. ps

The first four options are typical for filters that run with no user input. Here's what they specify:
- q Quiet mode; suppress any normal diagnostic output.

- dNOPAUSE Do not wait for the user to press RETURN after each page.
- dBATCH Terminate after interpreting all input.

- dSAFER Disallow file alteration capabilities (to avoid security problems).
The- dPARANO DSAFER option disables file-read capabilities.

The next two options usually go hand-in-hand when creating an output file:

- sDEVI CE=dri ver _nane Use dri ver _nane as the output driver. In this context, the term driver usually

refers to a file format driver rather than a piece of code that manipulates devices, though there are
exceptions (such as the x11 driver for the preview window). To see a list of drivers, run gs - hel p.



Note Some drivers require other command-line parameters to operate correctly. Two notable example
are theuni print andij s drivers. The uni pri nt driver comes with a number of . upp files

(containing extra parameters) in the Ghostscript library directory. To use these settings, use
@ile.upp; forexample:

gs @ile.upp -q -dNOPAUSE - dBATCH - sCQut put Fi | e=out

-sQut put Fi | e=fil e Write output to fi | e (use - for standard output). If you ish to create one file per
page of PostScript input, insert %ad somewhere nto the name of fi | e. Ghostscript substitutes the page
number for %d.

12.6.2More Ghostscript Tricks

Here are a few more useful things that you can do with Ghostscript:

= To transform a PostScript file into a PDF file, use the pdf wri t e driver (Ghostscript comes with a ps2pdf
script that does essentially the same thing):

gs -0 - dNOPAUSE - dBATCH - dSAFER -sDEVI CE=pdfwite -sQutputFile=file.pdffile.ps

s Thepswri t e driver (introduced in the previous section) is an effective way to make somewhat defective

files print. If you can view the file with Ghostscript, the chances are good that a file filtered with the
pswri t e driver will print on even a finicky printer.

= You can combine several PostScript or PDF files into one by adding the additional filenames to the end of
the command line.

= To change the output resolution (in dots per inch), use the - r dpi or -r xdpi xydpi parameters. The
default resolution is usually 72 dpi. These commands generate larger bitmaps:

gs -q - dNOPAUSE - dBATCH - dSAFER -r 150 -sDEVI CE=pnnraw -sQutputFile=- file.ps
gs -q - dNOPAUSE - dBATCH - dSAFER -r300x150 -sDEVI CE=pnnraw -sQutputFile=- file.p

12.6.3HP Inkjet Server

If you have an inkjet or non-PostScript laser printer made by HP, then you almost certainly need the HP1JS (HF
Inkjet Server) printer driver package. The main part of HPIJS is a program called hpi j s. You can think of this

as a plug-in driver for Ghostscript that translates Ghostscript's internal raster image format into printer formats.
This driver is especially important if you are printing photographs or other graphics.

You can tell if you need HPIJS by looking at the PPD file for your printer. If you see - sDEVI CE=i | s in the
Foomat i cRI PCommandLi ne parameter, you need the driver. You can install it as a binary package or from
source code; the only thing that matters is that Ghostscript can find the command in its path.

Note Current versions of hpi j s come with f oomati c-ri p and a set of PPD files. The best output quality
likely comes from using these PPD files rather than random ones you see on the Internet.



12.7Further Printing Topics

This chapter is really only the tip of the iceberg when it comes to printing. Chapter 14 revisits printing to
look at details of how to interface CUPS with Samba servers, but among the aspects not touched here are
application configuration, complex color graphics support, and advanced PostScript topics, not to mention
several other Unix print server packages.

Here are some Web sites that can help you with your quest for Unix printer configuration:

http://www.linuxprinting.org/ This site has PPD files and documentation on many print servers. It
also contains the Foomatic central information site.

http://lwww.cups.org/ This is the central CUPS Web site.

http://www.ghostscript.com/ A good source for Ghostscript software and topics.

http://gimp-print.sourceforge.net/ Gimp-print is a GIMP plug-in specifically designed for direct color
printing. In certain cases, you may want to make gimp-print generate printer-ready data, bypassing
Ghostscript rasterization completely with the | p - or awfeature. (Gimp-print can also create
PostScript output.)
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Chapter 13: Backups

There is no single system for backups on Linux. There are many different kinds of archiving programs and
formats. You already saw t ar , one of the most popular archivers, in Chapter 1. The good news is that
there isn't much more to making backups than what you already know; the bad news is that it's not too
clear how you should get the archive to the physical medium.

This chapter takes you through the basics of backups: what data you need to back up, what backup
devices are available, what types of backups you can make, how to use the most common archivers, and
how to use tape drives.

13.1What Should You Back Up?

Your backup priorities should be as follows:
1. Home directories. Try to make daily backups of your home directories.

2. System-specific configuration and data, such as the stuff in / et ¢ and / var . This should include
your machine's list of installed packages.

3. Locally installed software (for example, / usr/ | ocal ). You don't want to lose the work you put into
custom software installations, so make a backup every now and then.

4. System software from your distribution. This really is the least of your worries, because you can
probably restore this part of the system by reinstalling the operating system. Furthermore, by the
time your disk gets around to crashing so hard that you need to restore from backups, you probably
want to install a newer version of the operating system anyway.



13.2Backup Hardware

In the formative years of Unix, there was only one reasonable kind of backup hardware: the tape drive.
Tapes were inexpensive compared to fixed storage (hard drives), they were fairly reliable, and they could
be taken off-site for additional data security.

However, hard disk technology has outpaced tape drive technology in the past ten years. For PCs, tape
drives are expensive compared to hard disks (and the tapes themselves are also expensive). In addition,
tape drive capacities are far smaller than the disks now on the market.

There are currently two popular backup alternatives to tape drives:
s CD- and DVD-R/RW drives
= An extra hard disk (internal or external)

Both of these work, but you need to improvise, because there aren't any tried-and-true standard solutions
for making backups to these devices. You still want to use a traditional backup utility (almost certainly t ar)
to create archives on the medium, but you need to find a way to manage the archives by yourself.

That said, don't count out the tape drive just yet. A significant portion of this chapter deals with tape drives.



13.3Full and Incremental Backups

Before going into detail about backup hardware and archiving programs, you need to know about the two
basic backup types:

Full backup An archive of everything on a filesystem or directory

Incremental backup An archive of all items that have changed since the last full backup

In large-scale operations, there are more kinds of backups, and you may hear of cumulative and differential
backups. These are levels between incremental and full backups — that is, an incremental backup may
contain all of the changes since the last differential backup, and the differential backup, in turn, could
contain all changes since the last full backup. However, for small systems where you do backups by hand,
it is reasonable to deal only with full backups and the incremental backups that build on the full backups.

The advantage to incremental backups is that they usually finish quickly and do not require much storage
space. However, over time, the difference between the last full backup and the current state on the disk
gets to be so significant that these advantages dwindle: the incremental backups start to take up as much
space as the full backups, and it can be very difficult to merge an old full backup and a newer incremental
backup if you ever need to restore a full set of files from the backups. In particular, files that you
intentionally deleted between the two backups can reappear. Therefore, you need to do a full backups on a
regular basis.

Systems administrators generally keep a set of full and incremental backups so that they can restore files
that may have only existed for a short period of time. For example, if you have daily incremental backups
that go back 30 days and a full backup from at least 30 days ago, you can restore any file that was on the
filesystem at backup time during that time period. Of course, if you don't know the exact dates, finding the
file can take a little time.

To restore a complete set of files, you need to extract the latest full backup first, then the latest
incremental backup (unless, of course, the full backup is by chance newer than the incremental backup).



13.4Using tar for Backups and Restores

InSection 1.18, you learned the basics of t ar . As it turns out, you already know nearly all you need in order
to do manual backups. If you want a comprehensive list of t ar options, you can look at the (gigantic) GNU
info documents. However, the good news is that you don't need to know very many options, and after reading
this section, you should only need t ar - - hel p every now and then as a refresher.

13.4.1Creating Archives

With processors as fast as they are now, and disks getting ever larger, it doesn't make much sense to omit
compression for any archive. Recall that you can create a compressed archive of a directory with one
command:

tar zcvf archive directory

A large part of making a backup is figuring out where to put the archive. There are a few choices here:
m Fortape drives, see Section 13.6.2 for how to write the archive to the tape device.
= For backing up to a spare disk, you can write the archive as a file on the disk's filesystem.

» If you need to pipe the output to standard output (to feed it to another command, such as cdwr i t €), use
- as the archive name.

Here are some options to consider when running GNU t ar :
--excl udefil e Exclude fi | e from the archive.

--exclude-fronfil e Doesn't include in the archive any of the files listed infi | e.

--one-fil e-syst emArchives files from inside a single filesystem. This is handy for breaking up
backups by partitions.

- - absol ut e- pat hs Doesn't strip the leading / from an absolute pathname. This has its uses, but only
if you know what you're doing.

--listed-increnental fil e Usesfil e astheincremental state file (see Section 13.4.2).

One tricky part about adding these options to a traditional t ar command is that you must insert a - in front of
the regular one-character options. Therefore, if you want to create an archive of the nmi sc directory, but
excludem sc/ scr at ch, you would have to run the following with - zcvf rather than with zcvf , as you saw
in the previous example. Here's how it would look:

tar --exclude m sc/scratch -zcvf archive nmsc

Note Remember that t ar strips the leading/ from an absolute pathname (unless you specify the - -
absol ut e- pat hs parameter). Therefore, to exclude an item, you must match the path that goes

into the archive, not necessarily the one on the system. Let's say that you wanted to create an
archive of / without/ usr . You must remove the/ by yourself:

tar --exclude usr -zcvf archive /

13.4.2Incremental Backups with tar

To enable incremental backups with GNU t ar, you need to create an incremental state file that contains
information about each newly archived file. Here's how to do it:
1. Run the following command to make a full backupinful | _archi ve (state_fil e isthe name of
the state file; you must choose your own name):



tar --listed-increnental state file -zcvf full_archive filel ...

2. Make a copy of the original state file. For example:

cpstate file state file_incr

3. When it is time to make an incremental backup, run the same t ar command as earlier, but with the
state file copy that you created in step 2, state_file_incr:

tar --listed-increnental state file_incr -zcvf incremental _archive filel ...

This should produce a much smaller archive than the full backup, because t ar compares the time(s)
listed instate_file_i ncr (remember, it's a copy of the original st ate_fi | e) against the
modification times of the current files on the disk.

4. Repeat steps 2 and 3 for subsequent incremental backups.
5. To do another full backup, delete or rename st ate_fi | e and start at step 1.

You need to make a copy of the original state file before each incremental backup because GNU t ar
updates the file specified with - - | i st ed- i ncr enent al after its run. If you were to perform backups with
the same state file over and over again, the incremental backups would only record the changes since the
last incremental backup, not since the last full backup. Although this would yield a complete set of changes, it
would also make it nearly impossible to find a lost file inside a set of incremental backups. Furthermore, to do
a complete restore, you would need to use all of your incremental backups.

Note Remember that incremental backups are only good when accompanied by the previous full backup.
Make sure that you don't overwrite your full backup with an incremental backup.

13.4.3Extracting Archives

Recall from Section 1.18.1 that you can extract files from a compressed archive as follows:

tar zxvf archive

By default, t ar extracts all files in the archive. However, you can limit the extraction to specific files and
directories by adding their names to the end of the command line (you may needtoruntar ztvf togeta
list of filenames):

tar zxvf archive filel file2

When extracting system files and home directories as root (for example, from a restore or when moving the
things around), it is critical that you use the p option to preserve the original permissions:

tar zxvpf archive

Otherwise,t ar creates files using the current permissions mask (unask). This can be annoying at the very
least, and could cause your system to malfunction at the worst.

Warning Before extracting an archive, it's very important to check your current working directory against
any files that the extraction process might create so that you don't accidentally clobber newer
versions of files with older ones from the archive. When doing a partial restore, it's usually a
good idea to change to an empty temporary directory first.



13.5Backups to Non-Traditional Media

Even though you have the ability to create your own filesystems on CD- or DVD-R/RW drives and spare
hard disks, you should still stick with an archiver program like t ar to make your backups. The primary
reason is simple: t ar preserves all file attributes, including permissions and ownership. In addition, it is
easier to manage full and incremental backups with t ar .

If you choose to make backups with cdr ecor d (see Section 11.2.2, your best bet is probably to write a
compressedt ar archive directly to the CD or DVD with a command like this:

tar zcf - | cdrecord dev=dev cdrecord_args -

You may need to experiment with the speed option to cdr ecor d, because the archiving command may
not produce data fast enough for your recorder.

Again, remember that this command does not create a filesystem on the disc. To read from the archive,
you can just use the raw device.

13.5.1Backups to Hard Disks

Using a spare hard disk for backups is relatively easy. Create a regular filesystem on the disk and simply
write your archives as regular files. You should be able to keep a fair amount of data on the spare disk if
you use compression and incremental backups.



13.6Tape Drive Devices

Tape devices are character devices on a Linux system, going by a variety of filenames:

m SCSI tapes use the names / dev/ st 0,/ dev/ nst 0,/ dev/ st 1,/ dev/ nst 1, and so on. The SCSI
tape drive interface and driver is widely regarded as the most reliable, but, of course, SCSI tape
drives are also more expensive than others.

= ATAPI tape devices start at / dev/ ht 0 and / dev/ nht 0.
= There is limited support for tape drives on the floppy controller at / dev/ ft 0 and / dev/ nt f 0.

To identify a tape drive, look in your kernel messages for lines like this:

Vendor: HP Mbdel : C1533A Rev: 9503

Type: Sequenti al - Access ANSI SCSI revision: 02
st: Version 20010812, bufsize 32768, wt 30720, max init. bufs 4, s/g segs 16
Attached scsi tape stO at scsiO, channel 0, id 4, lun O

There are two versions of each tape device on a Unix system:

= Arewind tape device rewinds the tape after every operation. For example, / dev/ st 0 is a rewind
device.

= Ano-rewind tape device does not rewind the tape after an operation. No-rewind devices start with n;
for example, / dev/ nst 0 is a no-rewind device.

For day-to-day operation, rewind devices are practically useless. You may as well forget that they exist;
the next few sections show that you often need to reposition the tape.

When working with tapes, you sometimes need to know the tape block size. Applications tend to write to
the tape in a certain block size, and many tape drives do not allow you to read from the tape if you specify
the incorrect block size. This is almost never a problem, because you normally write to and read from the
tape with the same program. However, if you want to use dd to get direct access to tape files, you may
need to specify the block size manually (see Section 13.6.7).

Before you get started with a tape drive, you should set the TAPE environment variable to the no-rewind
device name. This variable saves a lot of typing in the long run, in particular, with - f options for the m
andt ar commands (which are explained in the next section).

13.6.1Working with Tape Drives

A tape is one of the simplest forms of media available. You can think of a tape as a sequence of files with
afile mark between each file, as shown in Figure 13-1. Notice how there is no file mark at the beginning of
the tape and that the first file is numbered 0.

Start of tape ,Filu marks. End of tape ———»

file © file 1 file 2 %

Figure 13-1: Files and file marks on a tape.

A tape does not contain a filesystem. Furthermore, there is no information on a tape indicating the name of
each file (though automated backup systems usually include a special tape index file at the beginning of
the tape). When manually working with a tape, you work with file numbers and file marks, and nothing
else.

To access the data on a tape, you must manipulate the tape drive head.Figure 13-2 shows the initial
position of the tape head. Let's say that your tape device is st 0, so you're using the tape device

/ dev/ nst 0. First, verify the tape position with the nt st at us command (the - f f i | e option specifies
the tape device file; remember that you do not need this if you set the TAPE environment variable):

m -f /dev/nst0O status



file 0 fibe 1 file 2 %
&
Tape head

Figure 13-2: The tape head at the beginning of a tape.

The output should look like this (the following output is from a DAT drive):

SCSI 2 tape drive:

Fi |l e nunmber=0, bl ock nunber=0, partition=0.

Tape bl ock size 0 bytes. Density code 0x13 (DDS (61000 bpi)).
Soft error count since |last status=0

Ceneral status bits on (41010000):

BOT ONLI NE | M_REP_EN

There's a lot of information here:
» The current file number is 0.
= The current block number is 0, so the tape head is at the beginning of a file.
= You should ignore the partition; most tape drives don't support it anyway.
» The block size is 0, meaning that the tape drive does not have a fixed block size.
= The density code indicates how much data can fit on the tape.

= The soft error count is the number of recoverable errors that have occurred since the last time you ran
nt status.

= General status bits explain more about the state of the tape and tape drive. BOT means "beginning of
tape," and ONLI NE reports that the tape drive is ready and loaded. See Section 13.6.6 for a full list of
nt status bits.

13.6.2Creating Archives on a Tape

It is difficult to understand how a tape drive works by running through various files on a random tape in a
collection of backups. Therefore, to explain the process of searching through a tape, this section shows
you how to create some archives for yourself before going into the specifics of unarchiving. Once you
have learned this, you will be able to play with a tape without significant confusion or worrying about losing
data.

Here is a procedure for creating three files on a tape — specifically, t ar archivesof /| i b,/ boot , and
/ dev:

1. Put a new tape in your drive (a blank tape, or one that you don't care about).
Make sure that your TAPE environment variable is set to the no-rewind tape device.
Runnt st at us to verify that the tape is in the drive and your TAPE variable is set.

Change to the root directory.

a c w DN

Create a t ar archive of the first file on the tape with this command:

tar zcv lib

6. Runnt st at us. The output should look something like the following, indicating that the tape is on
the next file (file 1):

SCSI 2 tape drive:

Fi |l e nunber=1, bl ock nunber=0, partition=0.

Tape bl ock size 0 bytes. Density code 0x13 (DDS (61000 bpi)).
Soft error count since |last status=0



CGeneral status bits on (81010000):
EOF ONLI NE | M_REP_EN

7. Create an archive of your / boot directory:

tar zcv boot

8. Create an archive of your / dev directory:

tar zcv dev

The contents of your tape should now look like Figure 13-3.

flib fboot fdev %

-
Tape head
Figure 13-3: The tape containing three archive files with the head at the start of a new file.

13.6.3Reading From Tape

Now that you have some files on the tape, you can try reading the archive:

1. Change to the / t np directory to avoid any accidents (in case you accidentally type x instead of t in
one of the steps that follow).

2. Rewind the tape:

m rew nd

3. Verify the first file on the tape, the archive of / | i b:

tar ztv

A long listing of the files in the archive should scroll by.

4. Runmt st at us. The output should look like this:

SCSI 2 tape drive:

Fil e nunber=0, block nunber=4557, partition=0.

Tape bl ock size O bytes. Density code 0x13 (DDS (61000 bpi)).
Soft error count since |last status=0

General status bits on (1010000):

ONLI NE | M_REP_EN

The tape is still at file 0, the first file on the tape. How did this happen? The answer is that as soon as it
finishes reading, t ar stops where it is on the tape, because you may want to do something crazy (such as
append to the archive). The tape head is now at the very end of file O (notice the block count in the nt

output); see Figure 13-4.

fib fboot fdev %

h
Tape head

Figure 13-4: The tape head at the end of file O.

The most important consequence of the new tape position is that another t ar zt v does not access the
next archive on the tape, because the head is not at the beginning of the next file, but rather, it is at the



beginning of the file mark. To advance the tape forward to the next file (the / boot archive), use another
nt command:

m fsf

This command moves the tape so that the head is at the end of the file mark (the beginning of the / boot
archive), as shown in Figure 13-5.

flib fboot fdev é

Iﬂpi“hﬂd
Figure 13-5: The tape head at the beginning of file 1.

13.6.4Extracting Archives

To extract archives from a tape, all you need to do is replace the t in the commands in the previous
section with xp:

tar zxpv

As usual, you should double-check your current working directory before extracting any archives.

13.6.5Moving Forward and Backing Up

Thent fsf command moves the tape to the start of the next file. There is also a command for moving
the tape back:

nm bsf

However, it is important to understand that this command rewinds the tape to the end of the previous file
on the tape; that is, to the start of the next file mark that the tape head sees.

Let's say that you are at the start of file 1, as shown earlier in Figure 13-5. Running nt bsf reverses the
state to that shown in Figure 13-4. Try it for yourself, and then run another nt st at us. The file number
should be 0 with a block number of -1 (the driver cannot compute the length of the file by itself).

In general, to get back to the start of the previous file when you are at the start of a file, you need to move
back twice and then forward once. Because most nt tape movement commands take an optional file
count (an example is the 2 here), you can run the following sequence:

m bsf 2
nm fsf

However, there's another gotcha here, because the tape in this example is at the start of file 1. Running nt
bsf 2 attempts to move the tape back two file marks. However, the beginning of the tape is not afile
mark. Therefore, the mt bsf 2 in this sequence backs up, passing one file mark, and then hits the
beginning of the tape, producing an I/O error. The subsequent nt f sf skips forward again, moving the
tape back to the beginning of file 1.

Therefore, if you want to get to file 0, you should always rewind the tape instead with nt r ewi nd.

Note The Linux nt includes a bsf mcommand that is supposed to take you directly to the start of the

previous file. This nonstandard extension does not work quite correctly; if the tape head is at the
start of afile,nt bsfmrunsnt bsf,thennt fsf, taking you right back to where you started.

The bottom line is that you need to pay careful attention to the tape head position with respect to the file
marks and choose the appropriate command. If it all seems a little ridiculous to you, it's probably not worth
sweating over; to get to file n on a tape, this always works (though it may be slower):



nm rew nd
nm fsf n

To eject the tape, use the of f | i ne command:

m offline

13.6.6mt Commands and Status

These are the most common nt commands:
nt st at us Produces a status report.

m fsf n Windsforward to the start of the first block of the next file. The n parameter is optional; if
specified,m skips ahead n files instead of just one.

nt bsf n Winds back to the end of the previous file. The n is an optional file count.
nmt rew nd Rewinds the tape.

m of f|I i ne Rewinds the tape, then prepares for tape removal. In some tape drives, the tape drive
ejects the tape; in others, the drive unlocks the tape so that you can manually remove it.

m retensi on Winds the tape all the way forward and then rewinds. This sometimes helps with
tapes that you're having trouble reading.

nt erase Erases the entire tape. This usually takes a long time.

There are countless other mt commands documented in the mt(1) manual page, but they really aren't very
useful unless you're trying to extract blocks from the center of a file or to set SCSI tape driver options.

Runningnt st at us yields a number of status bit codes (such as the BOT code from Section 13.6.1). Here
are the important codes:

ONLI NE The drive is ready with a loaded tape.
DR_OPEN The drive is empty (possibly with the door open).
BOT The current position is the beginning of the tape.

EOF The current position is the beginning of a file (the end of a file mark). This is a somewhat
misleading code, because you can confuse it with the end of file.

ECOT The current position is the end of the tape.

ECD The current position is the end of recorded media. You can reach this by tryingto nt f sf past
the very last file marker.

WR_PROT The current tape is read-only.

13.6.7Direct File Access

tar isn't the only command that can write archives to a tape. Sometimes you may not know what is on the
tape, and even if you do know, you may want to copy a file from the tape to the local filesystem for further
(and easier) examination.

Your good old friend dd can do this, as this example for / dev/ nst 0 shows:

dd i f=/dev/nst0 of =output _file



This doesn't always work — you may get an I/O error because you did not specify the correct block size.
The program that writes the archive on the tape usually determines the block size; in the case of t ar, the
block size is 10KB (specified to dd as 10k). Therefore, because dd defaults to a block size of 512 bytes,
you would use the following command to copy a t ar archive from the tape to out put _fil e:

dd bs=10k if=/dev/nst0 of =output _file

Block sizes for common programs are listed in Table 13-1 (see also Section 13.7).

Table 13-1: Block Sizes for Common Archiving Programs

‘ Archiver ‘ Block Size ‘ bsParameter
\ tar \ 10KB (20 x 512 bytes) \ bs=10k
‘dd ‘512 bytes ‘bs:512
‘cpi 0 ‘512 bytes ‘bs:512
dunp  10KB (20 x 512 bytes) bs=10k
‘ Amanda ‘ 32KB ‘ bs=32k

Note Unliket ar ,dd advances the tape head to the next file on the tape, instead of just moving it up
to the file mark.



13.70ther Archivers

Althought ar is the most common archiver on Linux systems, there are two other important systems
called dump/restore and cpi o that you should be aware of. The following sections provide an overview of
the most important archiver operations, but they do not go into very much detail.

13.7.1Dump and Restore

The dump/restore system is a throwback to the older days of Unix. Unlike most other archivers, the dunp
program looks at the internal structure of a filesystem, and therefore it only supports certain filesystem
types. On Linux, this list currently includes only the ext2 and ext3 filesystems, and this is unlikely to
change, because there is little interest in porting the system to the myriad other filesystems. This
inflexibility makes dump/restore a somewhat unattractive backup solution. Still, some people prefer dunp
(probably because they're too old to learn new tricks, or perhaps that they don't like their backup program
to change the access times on their files), so you may be stuck with reading one of these archives.

Dump

Thedunp command to back up an entire directory looks like this:

dunp -0 -f archive directory

You can use a tape device as ar chi ve if you like, or if your tape device is in the TAPE environment
variable, you can omit - f ar chi ve entirely.

The- 0 option forces a full (level 0) backup. If you actually intend to use dunp to do regular backups, add
a- u option to make dunp write date information to / usr/ et ¢/ dunpdat es. With this file and option in
place, you can specify backup levels other than 0 (for example, a level 5 with - 5).

Note When using - u, you must dump the entire filesystem — that is, the di r ect or y parameter must
be the mount point or the disk device (for example, / dev/ hda4).

Restore

Ther est or e program extracts files and directories from an archive created with dunp. If you're only
looking for one or a few files, you need to runr est or e in interactive mode, so follow this procedure:

1. Run the following command, where ar chi ve isthe archive (this can be a tape drive):

restore iavf archive

2. Wait until r est or e has read the filesystem index from the archive and prints arestore >
prompt.

3. Use the cd and | s commands until you find a file or directory that you want to restore from the
archive.

4. Add the file or directory to the extraction list with the add command (add as many files and
directories as you like):

addfile
5. Typeextract to begin the extraction.
6. After extraction, r est or e asks this question:

set owner/nmode for '.'? [yn]

If you want to set the current directory's permissions and owner to the same as the root directory in
the archive, answer y. This is nearly always a bad choice for an interactive restore, so answer n if



you have any doubt. It's not hard to fix this if you do make a mistake, though.

Note The root directory in the archive corresponds to the originating filesystem's mount point. Let's say
that you dump a partition mounted at / home. None of the paths in the archive would contain
/ home— that is, / hone/ user would show up as / user in the archive.

To forgo interactive mode and restore everything (and set the permissions for the current directory), use
ther vf options:

restore rvf archive

13.7.2cpio

Linux administrators rarely use cpi o (or its newer, more capable cousin named af i o) for backups or
other tasks, but you should still have an idea of how this program works so that you can create, test, and
extract archives.

cpi o has three modes:

= Create, or "copy-out," mode (activated with - 0) takes a file list from the standard input, creates an
archive from a matching directory hierarchy, and sends the result to standard output or a file.

= Extract, or "copy-in," mode (activated with - i ) tests and extracts files from an archive.
m Pass-through mode (activated with - p) copies files. t ar and r sync (see Chapter 15) usually do this

job better unless you have a very specific list of files. This book does not cover this somewhat
obscurecpi 0 mode.

Creating Archives
Because you are unlikely to have a cpi o file lying around on your system, you should experiment by

creating one yourself. The cpi o copy-out mode requires that you generate a file list first. You can use the
output of fi nd to create a file list in a pipeline to cpi o.

Let's say that you want to archive / usr /| ocal / bi n as a file named | ocal _bi n. cpi o:

find /fusr/local/bin | cpio -0 > local _bin.cpio

On any halfway modern system, the output of this command includes lines like this for every single file
created:

cpio: /usr/local/bin/file: truncating inode nunber

This annoying message isn't anything to worry about; it just means that cpi o can't store the full inode
number in the limited space available in the archive. The very end of the command should contain a block
count (by default, 512 bytes equal one block), as in this example output:

20967 bl ocks

Note If you need to write an archive to a tape, you have two choices (these are equivalent because
the block sizes in cpi 0 and dd are the same):

cpio -o -0 tape
cpio -o | dd of=tape

Testing and Extracting Archives

Now that you have | ocal _bi n. cpi o, you can list its contents with this command:



cpio -i -t -v -1 local _bin.cpio

The options have the following meanings:
-i Specifies copy-in mode.

-t Specifies a test archive.
- v Sets verbose mode; shows the filesas| s -1 would. You may omit this option if you don't care.
-1fileReadsfil e asthearchive (the default file is the standard input).

To extract an archive, replace the -t with - d:

cpio -i -d -v -1 archive

However, this can be dangerous with the | ocal _bi n. cpi o archive that you created earlier, because that

archive contains absolute pathnames. This can be a threat to system stability and security, especially if
you extract as root, because the extraction can easily overwrite a file such as/ et ¢/ passwd. Use the - -
no- absol ut e-fi | enanmes option to prevent this:

cpi o --no-absolute-filenanes -i -d -v -1 local _bin.cpio

Keep in mind that there are a few more cpi o options that cpi o0 may need in copy-in mode if it can't figure
out some of the format options of the archive for itself;
- b Switches the byte order. The default cpi o format depends on the byte order of the architecture of

the CPU that was used to create the archive, so if you have an archive from a completely different
kind of machine, you may need this option.

- Cn Uses n as the archive block size.

- Hhame Uses nane as the archive format (valid formats are bi n,cr ¢,hpbi n,hpodc,newc,odc,
tar, and ust ar ). Note that only GNU cpi o supports all of these options.

13.7.3Amanda Tapes

Amanda is an automatic backup system that writes a "hybrid" archive on a tape. That is, the first 32KB
block in an Amanda tape contains information about the archive, and the rest of the blocks make up a
regular archive in t ar or dunp format.

If you come across an Amanda file, do the following to extract the files:
1. Put the first block into a file named header :

dd if=file of =header bs=32k count=1

2. Runstrings header. The output should look something like this:

AMANDA: FI LE 20031117 duplex /etc lev O conp .gz program/bin/tar
To restore, position tape at start of file and run:
dd if=<tape> bs=32k skip=1| /bin/gzip -dc | bin/tar -f... -

3. Follow the instructions. Extract the contents from the rest of the file as follows (if you're using a tape
drive as fi | e, the tape head should already be correctly positioned, so don't use ski p=1):

dd if=file bs=32k skip=1 | unpack_comrand

unpack_command should follow the output you got in step 2. For example, if you're dealing with a
t ar archive, unpack_command might look like this:



gzip -dc | tar xpf -



13.8Further Backup Topics

This chapter covers the basics of manual backups for small systems. However, once you get into larger
operations, there is much more to explore:

= Automated backups. Amanda (http://www.amanda.org/) is a popular, powerful, and free automatic
network backup package (that is, after you figure out how it works).

= Tape changers. The Linux nt x command can operate a tape changer and autoloader.
= Backups with Samba.

» Commercial backup systems such as BRU.

= Database backup systems (Oracle and the like).

A good, comprehensive, and detailed guide to backups (especially for large organizations) is Unix Backup
and Recovery [Preston].
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Chapter 14: Sharing Files with Samba

Overview

Your Linux machine probably doesn't live alone on your network. If you have a PC running Windows, it's
only natural that you would want to permit access to your Linux system's files and printers from those
Windows machines with the standard Windows network protocol, SMB (Server Message Block). Mac OS X
also supports SMB filesharing.

The standard filesharing software suite for Unix is called Samba. Not only does Samba allow your
network's Windows computers to get to your Linux system, but it works the other way around — you can
print and access files on Windows servers from your Linux machine with the included client software.

To set up a Samba server, you need to perform these steps:
1. Create ansnb. conf file.

2. Add filesharing share sections to snb. conf .
3. Add printer share sections to snb. conf .
4. Startthe Samba daemons: nmbd and snbd.
Ashare is a resource that you offer to a client, such as a directory or printer.

The discussion of Samba in this chapter is concise, limited to getting Windows machines on a single
subnet to see a stand-alone Linux machine through the Windows Network Neighborhood browser. There
are countless ways to configure Samba, because there are many possibilities for access control and
network topology. For the gory details on how to configure a large-scale server, you will find How Samba
Works [Lendecke] a much more extensive guide, and there is also information at the Samba Web site,
http://www.samba.org/.
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14.1Configuring the Server

The central Samba configuration file is smb. conf, and it is usually located in Samba's | i b directory (for
example,/ usr/1 ocal /| i b). However, some distributions put the configuration file in an et ¢ directory,
such as/ et c/sanbaor/usr/local /etc. The snb. conf file breaks down into several sections
denoted with square brackets (such as[ gl obal ] and [ pri nters]).

The[ gl obal ] sectionin snb. conf contains general options that apply to the entire server and all
shares. These options pertain primarily to network configuration and access control. Here is a sample
[ gl obal ] section that shows you how to set the server name, description, and workgroup:

[ gl obal ]
# server nane
net bi os nane = nanme

# server description
server string = My server via Sanba

# wor kgr oup
wor kgroup = MYNETWORK
These parameters work as follows:

net bi os name The server name. If you omit this parameter, Samba uses the Unix hostname.
server string A shortdescription of the server. The default is the Samba version number.

wor kgr oup The SMB workgroup name. If you're on a Windows NT domain, set this parameter to the
name of your domain.

14.1.1Server Access Control

There are a few options that you can add to your snb. conf file to put limits on the machines and users
that can access your Samba server. The following list includes many options that you can setin your
[ gl obal ] section, as well as in the other sections that control individual shares (described later in the

chapter):
i nt er f aces Setthisto have Samba listen on the given networks or interfaces. Here are two

examples:
interfaces = 10. 23. 2. 0/ 255. 255. 255. 0
interfaces = ethO

bi nd interfaces only Setthisto yes when using the i nt er f aces parameter in order to limit
access to machines that you can reach on those interfaces.

val i d users Setthisto allow the given users access. For example:

valid users = jruser, bill

guest ok Setthis parameter to t r ue if you would like a share to be available to anonymous users
on the network.

guest only Setthis parameter to t r ue to allow anonymous access only.

br owseabl e Set this to make shares available in Samba's browseable share list. If you set this
parameter to no for any or all shares, you will still be able to access shares on the Samba server, but
they will not be browseable, and therefore you will need to know their exact names.



14.1.2Passwords

In general, you only want to allow access to your Samba server with password authentication.
Unfortunately, the basic password system on Unix is different than that on Windows, so unless you specify
clear-text network passwords or authenticate passwords with a Windows server, you must set up an
alternative password file. This section shows you how.

Assuming that your Samba configuration directory is / et ¢/ sanba, you can use these entries in your
[ gl obal ] section to define the Samba password file as / et ¢/ sanba/ passwd_snb:

# use a separate password file for Samba to enabl e encrypted passwords
security = user

encrypt passwords = yes

snb passwd file = /etc/sanbal/ passwd_snb

With these lines in place, you can manipulate the passwd_snb password file with the smbpasswd
program.

Note If you have access to a Windows NT domain, you can setsecurity= domai n, to make
Samba use the domain's usernames and eliminate the need for an SMB password file. However,
in order for domain users to access the machine running Samba, each domain user must have a
local account with the same username on the machine running Samba.

Adding and Deleting Users

The first thing you need to do in order to give a Windows user access to your Samba server is to add the
user to the passwd_snb file with the snbpasswd - a command:

snbpasswd -a usernanme

Theuser nanme parameter to the snbpasswd command must be a valid username on your Linux system.

Much like the regular system's passwd program would, snbpasswd asks you to enter the new user's
password twice. If the Samba password file does not exist, snbpasswd creates it for you, then confirms
that it has created the new user.

To remove a user, use the - x option to smbpasswd:

snbpasswd -Xx username

At times, you may not necessarily want to delete a user, but rather, temporarily deactivate the user. The -
d option disables a user; and - e re-enables the user:

snbpasswd -d username
snbpasswd -e usernanme

Changing Passwords

You can change a Samba password as the superuser by using smbpasswd with no options or keywords
other than the username:

snbpasswduser nane

However, if the Samba server is running, any user can change their own Samba password by entering
snbpasswd by itself on the command line.



14.2Starting the Server

After you add a user and a password, you should probably test your server. To start the server, you need
to run nnbd and snbd with the following arguments, where snb_confi g_fi |l e isthe full path of your

snb. conf file:

nnmbd -D -s snmb_config file
snbd -D -s snmb_config_file

Thennbd daemon is a NetBIOS name server, and snbd does the actual work of handling share requests.
The- D option specifies daemon mode. If you alter the snb. conf file while snbd is running, notify the

daemon of the changes with a HUP signal.



14.3Diagnostics and Log Files

If something goes wrong upon starting one of the Samba servers, an error message appears on the
command line. However, runtime diagnostic messages go to the | og. nnbd and | og. snbd log files.

These files are usually in a var directory, but you can change the location to di r by specifying the - |

di r option to snbd and nnbd. However, if you want to override the log directory location (to/ var/ | og,
for example), it's usually better to change the log file directory and log filename at once with the | ogfi |l e
parameter in snb. conf . You can force the log output from srbd to a file with this line in the [ gl obal ]
section of your snb. conf:

log file = /var/log/snb.log

Unfortunately, this does not set the nimbd log directory; if you want the log output from both daemons to go
to the same file, you must still use nnbd -1 /var/Il og/ snb. | og.



14.4Sharing Files

To export a directory to SMB clients (that is, to share a directory with a client), add a section like this to
yoursnb. conf file, where | abel is what you would like to call the share, and pat h is the full directory

path:

[I abel]
path = path
comment = share description
guest ok = no
witable = yes

printable = no

These parameters are useful in directory shares:
guest ok Allows guest access to the share. The publ i ¢ parameter is a synonym.

writableAyesortrue setting here marks the share as read-write. Do not allow guest access to a
read-write share.

pri nt abl e Specifies a printing share; this parameter must be setto no or f al se for a directory
share.

veto fil es Preventsthe export of any files that match the given patterns. You must enclose each
pattern inside forward slashes (so that it looks like / pat t er n/ ). Here's an example that bars object
files, as well as any file or directory named bi n:

veto files = /*.0/bin/

14.4.1Home Directories

You can put a special section called [ hones] in your sib. conf file if you want to export home directories
to users. The section should look like this:

[ hones]
coment = hone directories
br owseabl e = no
witable = yes

By default, Samba reads the logged-in user's / et ¢/ passwd entry to determine the user's home directory
for[ hones] . However, if you don't want Samba to follow this behavior (that is, you want to keep the
Windows home directories in a different place than the regular Linux home directories), you can use the
%5 substitution in a pat h parameter. Here is an example that switches a user's [ hones] directory to

[ ul user:

path = /u/ %6

Samba substitutes the current username for the %8.



14.5Sharing Printers

You can export all of your printers to Windows clients with a special [ pri nt er s] sectionin your
snb. conf file. Here's how the section looks when you're using CUPS:

[printers]
conment = Printers
browseabl e = yes
printing = CUPS
path = cups
printable = yes
witable = no

To use the pri nti ng = CUPS parameter, your Samba installation must be configured and linked against
the CUPS library.

As you learned in Chapter 12, there are several other printing systems in addition to CUPS. On Linux, you
can set the pri nti ng parameter to BSD,LPRNGPLP, or CUPS. Of these, CUPS is the easiest.

Note Depending on your configuration, you may also want to allow guest access to your printers with
theguest ok = yes option because you may not want to give a Samba password or account

to everyone who needs to access the printers.

14.5.1Sharing a Single Printer

If you want to export a single printer, you can do so with a printer section that looks like this:

[ printer_nane]
coment = My printer
printer name = printer_nane
printing = CUPS
path = cups
browseabl e = yes
printable = yes

You can specify a driver name for Windows clients with the pri nt er dri ver parameter. For example,
to tell a client that the printer is an HP LaserJet 4M, you can use the following in the printer section:

printer driver = HP LaserJet 4M



14.6Using the Samba Client

Samba comes with a program named snbcl i ent that can print to and access remote Windows shares.
This program comes in handy when you are in an environment where you must interact with Windows
servers that offer no Unix-friendly means of communication.

To get started with snbcl i ent , use the - L option to get a list of shares from a remote server named
SERVER:

snmbclient -L -U username SERVER

You do not need - Uuser nane if your Linux username is the same as your username on SERVER.

After running this command, snbcl i ent asks for a password. If you want to try to access a share as a
guest, you can press ENTER; otherwise, enter your password on SERVER.

Upon success, you should get a share list like this:

Shar enamne Type Conment

Sof t war e Di sk Sof tware di stribution
Scrat ch Di sk Scratch space

| PC$ | PC | PC Service

ADM N$ | PC | PC Service

Printerl Printer Printer in room 231A
Printer2 Printer Printer in basenent

Look at the Type field to make sense of each share. You should only pay attention to the Di sk and
Pri nt er shares (the | PCshares are for remote management). In this list, there are two disk shares and
two printer shares. You can use the name in the Shar ename column to access the share.

14.6.1Accessing Files

If you need only casual access to files in a disk share, use the following command (again, you can omit the
- Uuser nane if your Linux username matches your username on the server):

snbclient -U usernane '\\SERVER\ sharenange'

Upon success, you will get a prompt like this:

snb: \>

In this file transfer mode, snbcl i ent is similar to the Unix f t p; you can run these commands:
getfil e Copiesfil e from the remote server to the current local directory.

putfil e Copiesfil e from the local machine to the remote server.

cddi r Changes the directory on the remote server to di r.

| cdl ocal di r Changes the current local directory to | ocal di r.

pwd Prints the current directory on the remote server, including the server and share names.

' command Runs command on the local host. Two particularly handy commands are ! pwd and ! | s to
determine directory and file status on the local side.

hel p Shows a full list of commands.

Using the SMB Filesystem



If you need frequent access to files on a Windows server, you can attach the share directly to your system
with the smbrmount command:

snbnount ' \\ SERVER\ sharename\' -c¢ 'nmount nountpoint' -U username -P password

To use this command, you must have the smbfs kernel driver loaded as a module or directly compiled into
the kernel. In addition, the rest of the Samba programs should be in your path. By default, a Samba
installation built from source code does not include the smbnount command. You must specify - - wi t h-
snbnount when running the Samba conf i gur e script to create these extra programs.

14.6.2Printing to a Windows Share

The easiest way to print to a Windows SMB share is through CUPS. Follow these steps to get a printer
working:
1. Put the CUPS SMB backend in place. Find the smbspool program in your Samba distribution, and
then create a symbolic link named snb in the backend directory to snbspool , like this:

In -s snbspool _path/snbspool cups_prefix/|lib/cups/backend/ snb

2. Restart CUPS.

3. Runl pi nfo -v to confirm that the SMB spooler is in the available backends. You should see this
in the output:

network snb

4. Add a new printer as outlined in Chapter 12. If you don't need a password to access the printer, use
the following as the printer device path (notice that the backslashes are forward slashes in CUPS):

snb: / / SERVER/ shar enane

If you need a username and password, add them to the front of the server:

snb: //user nane: passwor d @ERVER/ shar enane

If your target printer is in a different Windows workgroup, you can specify the workgroup in the first
part of the name:

snb: // user nane: passwor d @ORKGROUP/ SERVER/ shar enane

Sending Files Directly to a Printer Share

If you have a file that is suitable for a printer (such as a PostScript file that you want to send to a
PostScript printer), you can send it directly to the printer share with this snbcl i ent variant:

snbcl i ent '\\ SERVER\ shar enane' -U usernanme -P < file

This command is particularly useful when testing and troubleshooting printers. Working with CUPS and
Samba simultaneously can be difficult, so if you find yourself running into trouble when trying to access a
printer on a Windows system, try going through these steps:

1. Use the Windows system to print a test document to a file, then transfer f i | e to your Linux system.
2. Run the command in the preceding example to attempt to print the test fi | e.

3. If the file does not print, you have a problem on the Samba side. Otherwise, the problem lies with
CUPS.



Chapter 15: Network File Transfer

Overview

This book's primary focus is the single-machine environment. However, any modern machine ison a
network. Eventually, you will want to transfer files from one Unix machine to another. There are many
ways to move files around, but the choices usually come down to these:

» Using a simple command such as scp if you need to transfer just a few files.

= Using an archiving program such as t ar through an ssh pipeline to transfer a directory hierarchy.
Here is an example:

tar cBvf - directory | ssh renote_host tar xBvpf -

This old method gets the job done, but it is not very flexible. In particular, after the transfer completes,
the remote host may not have an exact copy of the directory. If di r ect or y already exists on the

remote machine, and it contains some extraneous files, those files persist after the transfer.

= Using a synchronizer system that duplicates an entire directory structure on the remote host. The two
most popular synchronizer utilities are r sync andr di st .

= Using old, clunky, insecure programs like f t p that you should not use.

This chapter explains the r sync system. The main advantages of r sync over other systems are these:
= There is only one command to learn, r sync, which has a relatively simple syntax.
» |t offers relatively good performance.

= |t has multiple operating modes.



15.1rsync Basics

The base requirement of the r sync system is that you install the r sync program on the source and
destination hosts. The easiest way to transfer files is to use a remote shell account. This section assumes
that you want to transfer files to or from a machine to which you have SSH access.

On the surface, the r sync command is not much different than scp or r cp. In fact, you can run r sync
with the same arguments as those utilities. For example, to copy a group of files to your home directory on
host , you can run this command:

rsyncfilel file2 ... host:

However, given your current system and r sync configuration, this command probably will not work,
because the r sync program defaults to using r sh as the remote shell, and as you saw in Section 6.7, you
shouldn't use something this insecure. To get around this, you can tell r sync to use ssh with the - -r sh
option:

rsync --rsh=ssh filel file2 ... host:destination_dir

Look out for this error message:

rsync not found
rsync: connection unexpectedly closed (0 bytes read so far)
rsync error: error in rsync protocol data stream (code 12) at io0.c(165)

This notice says that your remote shell can't find r sync on its system. If r syncisn't in the remote path
butis on the system, use - - r sync- pat h=pat h to manually specify its location.

If you don't want to type - - r sh=ssh every time that you invoke an r sync command, set the RSYNC_RSH
environment variable to ssh. The remainder of the commands in this chapter assume that you have done
this.

If your username is different on the remote host, add user @to the hostname, where user is your
username on host :

rsyncfilel file2 ... user @ost:destination_dir

With no extra options, r sync copies only files. In fact, if you specify just the options described so far and
you supply a directory di r as an argument, you will see this message:

ski pping directory dir

To transfer entire directory hierarchies, complete with the same symbolic links, permissions, modes, and
devices, use the - a option, as in this example:

rsync -a dir host:destination_dir

If you're not too sure what will happen when you transfer the files, use the - n option to operate r sync
without actually copying any files. The - n option implies the - v (verbose mode) option, showing details
about the transfer and the files involved:

rsync -na dir host:destination_dir

The output looks like this:



building file list ... done

m / nftrans/nftrans. htni

[nore files]

wrote 2183 bytes read 24 bytes 401.27 bytes/sec

15.1.1Making Exact Copies of a Directory Structure

By default, r sync copies files and directories without considering the previous contents of the destination
directory. For example, if you transferred the directory d containing the files a and b to a machine that
already had a file named d/ c, the destination would contain d/ a,d/ b, and d/ c after the r sync. To make

an exact replica of the source directory, you must delete files in the destination directory that do not exist
in the source directory, such as d/ ¢ in this example.

Use the - - del et e option to remove files from the destination that don't reside in the local directory, like
this:

rsync -a --delete dir host:destination_dir

Note Again, if you're not certain about your transfer, use the - n option to tell you if r sync wants to
delete any files before it actually performs the removal.

You may also wish to use - - nax- del et e=n to make sure that r sync deletes no more than n files in the
target directory. This option essentially amounts to a last-ditch effort not to delete large numbers of files
when there's some problem on the source side. However, it will still delete files until reaching n deleted
files, and in fact, you may notice that your version of r sync might have a bug, where it deletes one more
thann files.

15.1.2Using the Trailing Slash

You have to be particularly careful when specifying a directory as the source in anr sync command line.
Consider this command:

rsync -a dir host:dest _dir

Once this command completes, you will have a directory di r inside dest _di r on host . However, adding
a slash (/) significantly changes the behavior:

rsync -a dir/host:dest _dir

Here,r sync copies everything insidedi r to dest _di r on host without actually copying the di r
directory itself. The di r directory will not exist on host after the operation. Therefore, you can think of a
transfer of di r/ as an operation similar to cpdi r/ *dest _di r on the local filesystem.

Let's consider an example. Say that you have a directory d containing the filesa and b (d/ a and d/ b).
You run the following command to transfer them to the ¢ directory on host :

rsync -a d/ host:c

After the transfer completes, the directory ¢ contains copies of a and b, but notd. If, however, you had
omitted the trailing / on d,c would have gotten a copy of d, with a and b inside, so that as a result of the
transfer you'd have files and directories named c/ d/ a and ¢/ d/ b on the remote host.

When transferring files and directories to a remote host, accidentally adding a / after a path would
normally be nothing more than a nuisance; you could then go to the remote host, add the di r directory,
and put all of the transferred items back in di r . Unfortunately, you must be careful to avoid disaster when
combining the trailing / with the - - del et e option. If you use the - - del et e option to transfer di r to
dest _di r without the slash, r sync ignores everything in dest _di r exceptdi r. Usingdir/, on the
other hand, makes r sync compare the contents of di r against dest _di r and makes dest _di r look



exactly like di r . Therefore, you can accidentally delete a whole bunch of filesin dest _di r.
Warning Be wary of your shell's automatic filename completion feature. GNU readline and many other
completion libraries tack a trailing slash onto a completed directory name.

15.1.3Excluding Files and Directories

One very important feature of r sync is its ability to exclude files and directories from a transfer operation.
Let's say that you would like to transfer a local directory called sr ¢ to host , but you want to exclude
anything named RCS. You can do it like this:

rsync -a --exclude=RCS src host:

It's important to note that this command excludes all files and directories named RCS because - - excl ude

takes a pattern, not an absolute filename. If you want to exclude only one specific item, specify an
absolute path that starts with / , as in this example:

rsync -a --exclude=/src/RCS src host:

Note Thefirst/ in/src/ RCS in this command is not the root directory of your system, but rather, the
very base directory of the transfer.

Here are a few more tips on exclude patterns:
= You may have as many - - excl ude parameters as you like.

= If you use the same patterns time and again, place those patterns in a plain-text file (one pattern per
line), and then use - - excl ude-fron¥fil e.

= To exclude directories named i t embut include files with this name, use a trailing slash: - -
exclude=item .

= The exclude pattern is based on a full file or directory name component and may contain simple
wildcards. For example, t *s matches t hi s, but does not match et her s.

» If you exclude a directory or filename, but find that your pattern is too restrictive, use - - i ncl ude to
specifically include another file or directory.



15.2Checksums and Verbose Transfers

Ther sync command uses file checksums (near-unique signatures) to determine whether any files on the
transfer source are already on the destination.

The first time you transfer an entire directory hierarchy to a remote host, r sync sees that none of the files
already exist at the destination, and it transfers everything. Testing your transfer with r sync - n verifies
this for you.

After running r sync, try running it again, but this time asrsync -n orrsync-v. Thistime, no files
should show up in the transfer list because an exact copy of the file set exists on both ends, so the file
checksums are the same.

However, when the files on the source side are not identical to the files on the destination side, r sync
transfers the source files and overwrites any files that exist on the remote side. There are a few options
that override this checksum behavior:

- -ignore-exi sting Does not clobber files already on the target side.

--backup (abbreviation: -b)Doesnotclobber files already on the target, but rather renames
these existing files by adding a ~ suffix to their names before transferring the new files.

- - suf f i x=s Changes the suffix used with - - backup from ~tos.

--update (abbreviation: -u)Doesnotclobber any file on the target that has a later date than
the corresponding file on the source.

With no special options, r sync operates quietly, only producing output when there is a problem. However,
you can use rsync -V for verbose mode, and if you need even more output, r sync -vv givesyet more
details. (You can tack on as many v options as you like, but two is probably more than you need.) For a
comprehensive summary after the transfer, use r sync --stats.



15.3Compression

Many administrators always use - z in conjunction with - a to compress the data before transmission:

rsync -az dir host:destination_dir

Compression can improve performance in certain situations. For example, if you are uploading a large
amount of data across a slow connection (such as the slow upstream link on many DSL connections), or if
the latency between the two hosts is high, it helps. However, across a fast 100 Mb/s local area network,
the two endpoints can spend more time compressing and decompressing data than the network takes
transmitting the uncompressed files.



15.4Limiting Bandwidth

It's easy to clog the uplink of DSL and cable modem connections when uploading a large amount of data
to a remote host. Even though you won't be using your (normally large) downlink capacity during such a
transfer, your connection will still seem quite slow if you let r sync go as fast as it can, because outgoing
TCP packets such as HTTP requests will have to compete with your transfers for bandwidth on your uplink.

To get around this, you can use - - bwl i mi t to give your uplink a little breathing room. For example, to
limit the bandwidth to 10000 kilobytes per second, you might do something like this:

rsync --bwimt=10000 -a dir host:destination_dir



15.5Transferring Files to Your Computer

Ther sync command isn't just for copying files from your local machine to a remote host. You can also
transfer files from a remote machine to your local host by placing the remote host and remote source path
as the first argument on the command line. Therefore, to transfer src_di r onhost todest _di r onthe

local host, run this command:

rsync -a host:src_dir dest _dir

Note If you omit host : , you can use r sync for making duplicates of directories on your local
machine.



15.6Further rsync Topics

r sync can do many more things that are beyond the scope of this book. One of its most significant
abilities is acting as a network server. Such a server offers several modules that you can call by symbolic
names instead of pathnames. You can also offer public read-only access to the modules; this is a nice
alternative to anonymous FTP.

Another important feature isr sync batch mode operation. Although it is fairly easy to write scripts
containingr sync commands to do network file distribution, r sync can also employ a number of auxiliary
files related to command options, logging, and transfer state. In particular, the state files make long
transfers faster, and easier to resume when interrupted.

There are also many more command-line options than those described in this chapter. To get a rough
overview, run rsync - - hel p. There is more detailed information in the rsync(1) manual page as well as
at the r sync home page: http://samba.anu.edu.au/rsync/.



http://samba.anu.edu.au/rsync/

Chapter 16: User Environments

Overview

This book's focus is on the Linux system that normally lies underneath a user's interactive session.
Eventually, the system and the user have to meet somewhere. You saw plenty of commands and shell
features in Chapter 1 and Chapter 7, but there's still one little piece missing: the startup files that set
defaults for the shell and other programs.

Most users do not pay close attention to their startup files. Over time, the files become cluttered,
containing unnecessary environment variables and tests that can lead to annoying (or quite serious)
problems. Worse still, operating system vendors usually do not consider the consequences of what they
put in the default startup files, packing them full of items that may even confuse the user.

Keeping in tune with the shell-oriented theme of this book, this chapter focuses specifically on shell startup
files. If you have ever received a Unix account in the past, it may have come with a bafflingly large array
of startup files, sometimes called dot-files because they nearly always start with a dot (.). You may be
surprised to learn that it really isn't necessary to have so many startup files.



16.1Appropriate Startup Files

When designing startup files, you should keep the user in mind. If you are the only user on a machine, you
don't have much to worry about — if you make an error, you're the only one affected, and it's easy enough
to fix. However, if your new startup files are to be the defaults for all new users on a machine or network,
or if you think that someone might copy your files for use on a different machine, your task becomes
considerably more difficult. If you make an error in a startup file for ten users, you might end up fixing this
error ten times. That's annoying, to say the least.

There are two essential goals to keep in mind when creating startup files for other users:
Simplicity Keep the number of startup files small, and keep the files as small and simple as possible

so that they are easy to modify but hard to break. Each item in a startup file is just one more thing that
can break.

Readability Use many comments in the files, so that the users get a good picture of what each part of
a file does.



16.2Shell Startup File Elements

What goes into a shell startup file? Some things may seem obvious, such as the path and a prompt
setting. But wait, what exactly should be in the path, and what does a reasonable prompt look like? And
how much is too much to put in a startup file?

The next few sections outline the essentials of a shell startup file, covering the command path, manual
page path, prompt, aliases, and permissions mask.

16.2.1The Command Path

The most important part of any shell startup file is the command path. The path should cover the
directories that contain every application of any general interest to a regular user. At the very least, the
path should contain these components, in this order:

/usr/local/bin
/usr/bin

/usr/ X11R6/ bi n
/bin

This order ensures that you can override standard default programs with site-specific program variants
located in/ usr/1 ocal .

It's important to make every general-use program on the system available through one of the directories
listed above (for example, using the Encap system described in Section 9.4). If the general-use programs
are located in more than just these four directories, it probably means that your system is getting out of
control. Don't change the path in your user environment to accommodate a new system directory. In fact,
in the interest of minimizing the number of directories in the command path, some administrators prefer to
fold the programsin/ usr/ X11R6/ bi niinto/ usr/ | ocal / bi n or/ usr/ bi n with the help of symbolic

links or a different installation prefix.

Many users use a bi n directory to store their own shell scripts and programs, so you may want to add this
to the front of the path:

$HOVE/ bi n

If you are interested in systems utilities (such as t r acer out e,pi ng, and | snod), add the sbi n
directories to your path:

/fusr/|ocal/sbin
/usr/sbin
/sbin

Adding Dot (.) to the Path

There is one small but controversial command path component to discuss: the dot. Placing a dot (.) in your
path allows you to run programs in the current directory without using . / in front of the program name.
This may seem convenient when writing scripts or compiling programs, but it is a bad idea for two reasons:

= |t can be a security problem. You should never put a dot at the front of the path. For example, an
attacker could put a Trojan horse named | s in an archive distributed on the Internet. Even if a dotis
at the end of the path, you are still vulnerable to typos such as sl .

= |t isinconsistent and can be confusing. A dot in the path can mean that a command's behavior can
change according to the current directory.

16.2.2The Manual Page Path

Your manual path (the MANPATH environment variable used by man) should match your command path,
except that each directory in the manual page path variable should end in a / man directory rather than



/ bi n.

Here is the manual page path that corresponds to the command path listed in Section 16.2.1:

/usr/local / man:/usr/ man:/ usr/ X11R6/ man: $HOVE/ man

16.2.3The Prompt

Avoid a long, complicated, useless prompt. For whatever reason, many administrators feel the need to
drag in everything, including the kitchen sink. Just because you can place the current working directory,
hostname, username, and fancy decorations in a prompt, it doesn't mean that you should.

Above all, avoid strange characters, such as these:

Note Take special care to avoid >. This can cause erratic, empty files to appear in your current
directory if you accidentally copy and paste a section of your shell window, because > redirects
output from a file.

Even a shell's default prompt isn't ideal. For example, the default bashprompt contains the shell name
and version number, and the default t csh prompt includes the hostname, the current working directory,
and a >.

Here is a simple prompt setting for bash that ends with the customary $(the traditional csh prompt ends
with%:
PS1="\u$ '

The\ u is a substitution for the current username (see the PROMPTING section of the bash manual page).
Other popular substitutions include the following:

\ h The hostname (the short form, without domain names)
\'! The history number

\ wThe current directory (this can become somewhat long; you can display only the final component
with\ W

\'$ $if running as a user account, and # if root

16.2.4Aliases

Among the stickier points of modern user environments is the role of aliases, a shell feature that
substitutes one string for another before executing a command. At one time, these were efficient shortcuts
intended to save some typing. However, aliases also have these drawbacks:

» They have balky syntax, especially when manipulating arguments.

= They are confusing; a shell's built-in whi ch command can tell you if something is an alias, but it won't
tell you where it was defined.

= They are frowned upon in subshells and non-interactive shells; they do not work in other shells.

With all of these disadvantages, it makes sense to avoid aliases whenever possible, because it's easier to
write a shell script (see Chapter 7). Modern computers can start and execute shells so quickly that the
difference between an alias and an entirely new command should not mean anything to you.

However, there is one particular instance where aliases do come in handy — when you wish to alter a part
of the shell's environment. You can't change an environment variable with a shell script, because scripts
run as subshells.



16.2.5The Permissions Mask

As described in Section 1.17.1, a shell's built-in unmask (permissions mask) facility sets your default
permissions. You should run unmask in one of your startup files to make certain that any program you run
creates files with your desired permissions. However, you may wonder what the best choice is, especially if
you have a stand-alone machine with no other users.

The two reasonable choices break down as follows:

077 This is the most restrictive permissions mask; it does not give any other users access to new files
and directories. This is appropriate on a multi-user system where you do not want other users to look
at any of your files.

022 Gives other users read access to new files and directories. This is more useful than you may
initially presume on a single-user system, because many daemons that run as pseudo-users would not
be able to see files and directories created with the more restrictive 077 umask.

Note Certain applications (mail programs in particular) override the unask, changing it to 077 because
they feel that their files are the business of no one but the file owner.



16.3Startup File Order and Examples

Now that you know what to put into shell startup files, it's time to see some specific examples. Surprisingly,
one of the most difficult and confusing parts of creating startup files is determining which of several startup
files to use. The next sections cover the two most popular Unix shells, bash and t csh.

16.3.1The bash Shell

Inbash, you have these startup filenames to choose from: . bash_profil e, profil e, bash_I ogin,
and. bashr c. Which one of these is appropriate to use for your command path, manual page path,
prompt, aliases, and permissions mask? The answer is that you should have a . bashr c file accompanied
by a . bash_profi | e symbolic link pointing to . bashrc.

The reason for this setup is that there are several different kinds of bash shell instance types, as follows:

Interactive shell The is the type of shell that you use to run commands from a terminal. There are
two subtypes of interactive shells:

o Login shell This is traditionally invoked by / bi n/ | ogi n; for example, when getty or sshd
starts/ bi n/ 1 ogi n. The exact circumstances that determine an interactive shell are a little
strange (the first character of a login shell's invocation name is a -), but the basic idea is that the
login shell is an initial shell. When bash runs as a login shell, it looks for a user's
. bash_profile, bash_l ogin, and. profil e files, running the first one that it sees.

o Non-login shell This is any other interactive shell. Windowing system terminal programs (xt er m
GNOME Terminal, and so on) start non-login shells unless you specifically ask for a login shell.
bash reads from . bashr c upon startup of a non-login shell.

Non-interactive shell This is a shell that doesn't require input from aterminal.

The reasoning behind the two different startup file systems is that in the old days, users logged in through
a traditional terminal with a login shell, then started non-login subshells with windowing systems or the
screen program. It was deemed a waste to repeatedly set the user environment and run all sorts of
wasteful programs in these subshells. With login shells, you could run fancy startup commands in a file
such as . bash_profil e, leaving only aliases and other "lightweight" things to your . bashr c.

That's a nice theory, but in these modern times, nearly everyone logs in through a graphical display
manager that never starts a login shell. Therefore, you need to set up your entire environment (path,
manual path, and so on) in your . bashr ¢, or you would never see any of your environment in your
terminal window shells. However, you also need a . bash_profi | e if you ever wantto log in on the
console or remotely, because these are login shells, and they don't ever bother with . bashr c.

None of the issues described in the previous two paragraphs should matter, because it's never a good idea
to make a complicated mess of your startup files, and modern hardware is so fast that a little extra work
for every new shell shouldn't cause much of a performance hit anyway.

Here is a very elementary (yet perfectly sufficient) . bashr c that you can also share with your
. bash_profile:

# Comrmand pat h.
PATH=/ usr/ | ocal / bi n: / usr/ bi n: / bi n:/ usr/ X11R6/ bi n: $HOVE/ bi n

# Manual page path.
MANPATH=/ usr /| ocal / man: / usr/ man: / usr/ X11R6/ man: $HOVE/ man

# PS1 is the regul ar pronpt.
# Substitutions include:

# \u username \'h host nane \w current directory
# \! history nunber \'s shell nane \$ $if regular user
PS1="\u\$ '

# EDI TOR and VI SUAL determine the editor that prograns such as |ess
# and mail clients invoke when asked to edit a file.

EDlI TOR=vi

VI SUAL=vi



# PAGER is the default text file viewer for prograns such as nan.
PAGER=I ess

# These are sonme handy options for |ess.
LESS=n®i

# You nust export environnent vari abl es.
export MANPATH EDI TOR VI SUAL PAGER LESS

# By default, give other users read-only access to nost new files.
umask 022

As described earlier, you can share this . bashr c file with . bash_pr ofi | e via a symbolic link. One
(possibly better) alternative is to create . bash_profi | e as this one-liner:

$HOVE/ . bashrc

Checking for Login and Interactive Shells

Now that your . bashr ¢ matches your . bash_profi | e, you can no longer run extra commands for login

shells. Therefore, if you want to define different actions for login and non-login shells, you can add the
following test to your . bashr ¢, which checks the first character of the shell's $0 variable for a - character:

case $0 in
-*) commuand
conmmand
esac

If, for whatever reason, you want to run certain commands only if a shell is interactive, use a construct like
this in your . bashrc:

case "$-" in
*i*) command
command
esac

Normally,bash doesn't read startup files at all for non-interactive shells. The preceding code only applies
if you set the BASH_ENV environment variable to a startup filename.

16.3.2The tcsh Shell

The standard csh on virtually all Linux systems is t csh, an enhanced C shell that popularized features
such as command-line editing and multimode filename and command completion. Even if you don't use
t csh as the default new user shell (this book suggests using bash), you should still provide t csh startup
files in case your users happen to come across t csh.

You don't have to worry about the difference between login shells and non-login shells in t csh. Upon
startup,t csh looks for a. t cshr c file. Failing this, it looks for the csh shell's . cshr ¢ startup file. The
reason for this order is that you can use the . t cshr c file for t csh extensions that don't work in csh. You
should probably stick to using the traditional . cshr ¢ instead of . t cshr c; it's highly unlikely that anyone
will ever use your startup files with csh. And if a user actually does come across csh on some other
system, your . cshr ¢ will work adequately.

Here is sample . cshr c file:



# Command pat h.
setenv PATH /usr/1ocal /bin:/usr/bin:/bin:/usr/X11R6/bi n: $HOVE/ bi n

# Manual page path.
set env MANPATH /usr /1 ocal / man:/usr/ man: /usr/ X11R6/ man: $HOVE/ man

# EDI TOR and VI SUAL determine the editor that prograns such as |ess
# and mail clients invoke when asked to edit a file.

setenv EDI TOR vi

setenv VI SUAL vi

# PAGER is the default text file viewer for prograns such as man.
setenv PAGER | ess

# These are some handy options for |ess.
setenv LESS nei

# By default, give other users read-only access to nost new files.
umask 022

# Custoni ze the pronpt.

# Substitutions include:

# 9% username %m host name % current directory
# % history nunber % current term nal %o %

set pronpt="%986"



16.4Default User Settings

The best way to write startup files and choose defaults for new users is to experiment with a new test user
on the system. Create the test user with an empty home directory. Then, most importantly, refrain from
copying your own startup files to the test user's directory. Write the new startup files from scratch.

When you think you have a working setup, log in as the new test user in all possible ways (on the console,
remotely, and so on). Make sure that you test as many things as possible, including windowing system
operation and manual pages. After you're happy with the test user, create a second test user, copying the
startup files from the first test user. If everything still works fine, you now have a new set of startup files
that you can distribute to new users.

The following sections outline reasonable defaults for new users.

16.4.1Shell

The default shell for any new user on a Linux system should be bash. In the old days, the Bourne shell
(sh) was more difficult to use in interactive mode than alternatives such as the C shell (csh), so users
typically had a login shell that was different than the standard system shell. This changed when bash
arrived on the scene, for it had all of the features of csh and its enhanced version (t csh).

There are several good reasons for using bash on a Linux system:

= Users interact with the same shell that they use to write shell scripts (csh is a notoriously bad scripting
tool; please, don't even think about it).

» bash is standard on Linux systems; t csh is sometimes not.

= bash uses GNU readline, and therefore, its interface is identical to many other tools. t csh has a
powerful command-line editing system, but it takes some time to learn.

= bash gives you finer control over I/O redirection and file handles.

However, you can't teach an old dog new tricks, and many seasoned Unix wizards use csh andt csh
simply because they can't bear to switch. Of course, you can choose any shell you like, but my opinion is
that you should choose bash if you don't have any preference, and you should also use bash as the
default shell for any new user on the system (if they have another preference, they will be able to change
their own shell with the chsh command).

Note There are plenty of other shells out there (r c,ksh,zsh,es, and so on). But just because they
exist does not mean they are suitable beginner shells.

16.4.2Editor

The default editor should be vi or emacs. These are the only editors virtually guaranteed to exist on
nearly any Unix system, and they will therefore cause the least trouble in the long run for a new user.

As with shell startup files, avoid large default editor startup files. A little set showmat ch inthe vi . exrc
startup file never hurt anyone, but steer clear of anything that significantly changes the editor's behavior or
appearance, such as the shownode feature, autoindentation, and wrap margins.

16.4.3Pager

It is perfectly reasonable to set the default PAGER environment variable to | ess, because itis very easy to
use.



16.5Startup File Pitfalls

There are a few things you really should avoid in startup files (many have to do with the X Window
System):

= Don't put X commands in a shell startup file.

= Don't set the DI SPLAY environment variable in a shell startup file.

= Don't set the terminal type in a shell startup file.

= Don't skimp on descriptive comments in default startup files.

= Don't run commands in a startup file that print to the standard output.

= Never set LD LI BRARY_PATHin a shell startup file (see Section 8.1.4).



16.6Further Startup Topics

Because this book deals only with the underlying Linux system, this chapter does not cover windowing
environment startup files. This is a large issue indeed, because the display manager that logs youinto a
modern Linux system has its own set of startup files, such as . xsessi on,. xi ni tr ¢, and the endless

mess of GNOME-and KDE-related items.

The windowing choices may seem bewildering, and this isn't far from the truth, because there isn't even
one single common way to start a windowing environment in Unix. However, once you determine what
your system does, you may get a little carried away with the files that relate to your graphical environment.
This is fine, but don't carry it over to new users. The same tenet of keeping things simple in shell startup
files works wonders for GUI startup files too.



Chapter 17: Buying Hardware for Linux

Overview

Computers are frustrating. Simply shopping for one is enough to drive a sane person mad, and if you want
a Linux machine, you might as well sign up for therapy now. Aside 