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Prologue

nly once in my life have I been truly close to dying.
My judgment was a bit off. It was dark, the traffic was heavy. An
inattentive driver on the 405 freeway in Los Angeles veered in front of
me to avoid an exit ramp, and I swerved to avoid him. The enormous eighteen-
wheeler in the lane to my left wasn’t as far back as I thought. The very last inch
of my back bumper caught the very front corner of the truck’s cab. That was
enough. I lost all control of my car, which executed a slow and stately
counterclockwise turn, ending with my driver’s side flush into the front of the
truck, still speeding down the freeway. It was slow and stately from my
perspective, anyway. I felt as if [ were trapped in amber, watching helplessly as
my car moved of its own volition, until it nestled against the truck’s grill,
perpendicular to the direction of traffic, a blinding headlight shining in my face.
I was shaken but unhurt. The car was a bit rumpled, and needed some serious
work in the body shop, but it was able to drive me home once all the police
reports had been filled out. A few inches here, a change of speed there, a bit
more panic on the part of the truck driver—things could have been different.
Many of us come close to dying, long before we do die. We confront the
finitude of our lives.
In my professional capacity as a physicist I study the universe as a whole. It’s
a big universe. Fourteen billion years after the Big Bang, the region of space we
can directly see is populated by a few hundred billion galaxies, averaging a
hundred billion stars each. We human beings, by contrast, are quite tiny—a
recent arrival on an insignificant planet orbiting a nondescript star. Whatever the
outcome of my freeway misadventure had been, my lifetime would be measured
in decades, not in billions of years.
A person is a diminutive, ephemeral thing, standing smaller in comparison
with the universe than a single atom stands in comparison with the Earth. Can
any one individual existence really matter?



In some sense it obviously can. I live a fortunate life, with family and friends
who care about me, and who would be extremely upset were I to die. I myself
would be quite unhappy if I somehow knew ahead of time that my life was going
to end. But from the perspective of a vast, seemingly indifferent cosmos, does it
really matter all that much?

I like to think that our lives do matter, even if the universe would trundle
along without us. But we have to respect the question, and work hard to
understand how our desire to matter fits in with the nature of reality at its
deepest levels.

A friend of mine, a neuroscientist and biologist, can make individual cells
young again. Scientists have developed techniques for taking stem cells in the
adult human body, which have aged and taken on some more mature
characteristics, and reverse-aging them until they are just like newborn stem
cells.

There is a long road from cells to complete organisms. So I asked her, half-
jokingly, whether we would someday be able to reverse-age human beings, and
potentially keep them young forever.

“You and I are going to die someday,” she mused. “But if either of us has
grandchildren, I wouldn’t be so sure.”

That’s thinking like a biologist. As a physicist, I know it doesn’t violate any
laws of nature to imagine living beings lasting for millions or even billions of
years, so I have no objection there. But eventually all of the stars will have
exhausted their nuclear fuel, their cold remnants will fall into black holes, and
those black holes will gradually evaporate into a thin gruel of elementary
particles in a dark and empty universe. We won'’t really live forever, no matter
how clever biologists get to be.

Everybody dies. Life is not a substance, like water or rock; it’s a process, like
fire or a wave crashing on the shore. It’s a process that begins, lasts for a while,
and ultimately ends. Long or short, our moments are brief against the expanse of
eternity.

Al

We have two goals in front of us. One is to explain the story of our universe and
why we think it’s true, the big picture as we currently understand it. It’s a
fantastic conception. We humans are blobs of organized mud, which through the
impersonal workings of nature’s patterns have developed the capacity to
contemplate and cherish and engage with the intimidating complexity of the
world around us. To understand ourselves, we have to understand the stuff out of
which we are made, which means we have to dig deeply into the realm of



particles and forces and quantum phenomena, not to mention the spectacular
variety of ways that those microscopic pieces can come together to form
organized systems capable of feeling and thought.

The other goal is to offer a bit of existential therapy. I want to argue that,
though we are part of a universe that runs according to impersonal underlying
laws, we nevertheless matter. This isn’t a scientific question—there isn’t data we
can collect by doing experiments that could possibly measure the extent to which
a life matters. It’s at heart a philosophical problem, one that demands that we
discard the way that we’ve been thinking about our lives and their meaning for
thousands of years. By the old way of thinking, human life couldn’t possibly be
meaningful if we are “just” collections of atoms moving around in accordance
with the laws of physics. That’s exactly what we are, but it’s not the only way of
thinking about what we are. We are collections of atoms, operating
independently of any immaterial spirits or influences, and we are thinking and
feeling people who bring meaning into existence by the way we live our lives.

We are small; the universe is big. It doesn’t come with an instruction manual.
We have nevertheless figured out an amazing amount about how things actually
work. It’s a different kind of challenge to accept the world for what it is, to face
reality with a smile, and to make our lives into something valuable.

EUS

In the first section of the book, “Cosmos,” we examine some important aspects
of the wider universe of which we are a small part. There are many ways to talk
about the world, which leads us to the framework called poetic naturalism.
“Naturalism” claims that there is just one world, the natural world; we’ll explore
some of the indications that point us in that direction, including how the universe
moves and evolves. “Poetic” reminds us that there is more than one way of
talking about the world. We find it natural to use a vocabulary of “causes” and
“reasons why” things happen, but those ideas aren’t part of how nature works at
its deepest levels. They are emergent phenomena, part of how we describe our
everyday world. The difference between the everyday and deeper descriptions
arises from the arrow of time, the distinction between past and future that can
ultimately be traced to the special state in which our universe began near the Big
Bang.

In the second section, “Understanding,” we consider how we should go about
trying to understand the world. Or, at least, move closer and closer to the truth;
we have to be willing to accept uncertainty and incomplete knowledge, and
always be ready to update our beliefs as new evidence comes in. We will see
how our best approach to describing the universe is not a single, unified story



but an interconnected series of models appropriate at different levels. Each
model has a domain in which it is applicable, and the ideas that appear as
essential parts of each story have every right to be thought of as “real.” Our task
is to assemble an interlocking set of descriptions, based on some fundamental
ideas, that fit together to form a stable planet of belief.

We then turn to “Essence,” where we think about the world as it actually is:
the fundamental laws of nature. We’ll discuss quantum field theory, the basic
language in which modern physics is written. We will appreciate the triumph of
the Core Theory, the enormously successful model of the particles and forces
that make up you, me, the sun, the moon, the stars, and everything you have ever
seen, touched, or tasted in all your life. There is much we don’t know about how
the world works, but we have extremely good reason to think that the Core
Theory is the correct description of nature in its domain of applicability. That
domain is wide enough to immediately exclude a number of provocative
phenomena: from telekinesis and astrology to survival of the soul after death.

With some laws of physics in hand, there is still much work to be done in
connecting these deeper principles to the richness of the world around us. In the
fourth section, “Complexity,” we begin to see how those connections come
about. The emergence of complex structures isn’t a strange phenomenon in
tension with the general tendency of the universe toward greater disorder; it is a
natural consequence of that tendency. In the right circumstances, matter self-
organizes into intricate configurations, capable of capturing and using
information from their environments. The culmination of this process is life
itself. The more we learn about the basic workings of life, the more we
appreciate how they are in harmony with the fundamental physical principles
governing the universe as a whole. Life is a process, not a substance, and it is
necessarily temporary. We are not the reason for the existence of the universe,
but our ability for self-awareness and reflection makes us special within it.

This brings us to one of the knottier problems faced by naturalism, the puzzle
of consciousness. We confront this issue in “Thinking,” where we go beyond
“naturalism” all the way to “physicalism.” Modern neuroscience has made
tremendous strides in understanding how thought actually works inside our
brains, and there is little question that our personal experiences have definite
correlates in physical processes therein. We can even begin to see how this
remarkable ability evolved over time, and what kinds of abilities are crucial to
achieving consciousness. The most difficult problem is a philosophical one: how
is it even possible that inner experience, the uniquely experiential aboutness of
our lives inside our heads, can be reduced to mere matter in motion? Poetic
naturalism suggests that we should think of “inner experiences” as part of a way



of talking about what is happening in our brains. But ways of talking can be very
real, even when it comes to our ability to make free choices as rational beings.

Finally, in “Caring” we confront the hardest problem of all, that of how to
construct meaning and values in a cosmos without transcendent purpose. A
common charge against naturalism is that such a task is simply impossible:
without something beyond the physical world to guide us, there is no reason to
live at all, and certainly no reason to live one way rather than another. Some
naturalists respond by agreeing, and getting on with their lives; others react
strongly the other way, by arguing that values can be determined scientifically
just as much as the age of the universe can be. Poetic naturalism strikes a middle
ground, accepting that values are human constructs, but denying that they are
therefore illusory or meaningless. All of us have cares and desires, whether
given to us by evolution, our upbringing, or our environment. The task before us
is to reconcile those cares and desires within ourselves, and amongst one
another. The meaning we find in life is not transcendent, but it’s no less
meaningful for that.






1

The Fundamental Nature of Reality

n the old Road Runner cartoons, Wile E. Coyote would frequently find

himself running off the edge of a cliff. But he wouldn’t, as our experience

with gravity might lead us to expect, start falling to the ground below, at
least not right away. Instead, he would hover motionless, in puzzlement; it was
only when he realized there was no longer any ground beneath him that he
would suddenly crash downward.

We are all Wile E. Coyote. Since human beings began thinking about things,
we have contemplated our place in the universe, the reason why we are all here.
Many possible answers have been put forward, and partisans of one view or
another have occasionally disagreed with each other. But for a long time, there
has been a shared view that there is some meaning, out there somewhere,
waiting to be discovered and acknowledged. There is a point to all this; things
happen for a reason. This conviction has served as the ground beneath our feet,
as the foundation on which we’ve constructed all the principles by which we live
our lives.

Gradually, our confidence in this view has begun to erode. As we understand
the world better, the idea that it has a transcendent purpose seems increasingly
untenable. The old picture has been replaced by a wondrous new one—one that
is breathtaking and exhilarating in many ways, challenging and vexing in others.
It is a view in which the world stubbornly refuses to give us any direct answers
about the bigger questions of purpose and meaning.

The problem is that we haven’t quite admitted to ourselves that this transition
has taken place, nor fully accepted its far-reaching implications. The issues are
well-known. Over the course of the last two centuries, Darwin has upended our
view of life, Nietzsche’s madman bemoaned the death of God, existentialists
have searched for authenticity in the face of absurdity, and modern atheists have
been granted a seat at society’s table. And yet, many continue on as if nothing



has changed; others revel in the new order, but placidly believe that adjusting our
perspective is just a matter of replacing a few old homilies with a few new ones.

The truth is that the ground has disappeared beneath us, and we are just
beginning to work up the courage to look down. Fortunately, not everything in
the air immediately plummets to its death. Wile E. Coyote would have been fine
if he had been equipped with one of those ACME-brand jet packs, so that he
could fly around under his own volition. It’s time to get to work building our
conceptual jet packs.

What is the fundamental nature of reality? Philosophers call this the question
of ontology—the study of the basic structure of the world, the ingredients and
relationships of which the universe is ultimately composed. It can be contrasted
with epistemology, which is how we obtain knowledge about the world.
Ontology is the branch of philosophy concerned with the nature of reality; we
also talk about “an” ontology, referring to a specific idea about what that nature
actually is.

The number of approaches to ontology alive in the world today is somewhat
overwhelming. There is the basic question of whether reality exists at all. A
realist says, “Of course it does”; but there are also idealists, who think that
capital-M Mind is all that truly exists, and the so-called real world is just a series
of thoughts inside that Mind. Among realists, we have monists, who think that
the world is a single thing, and dualists, who believe in two distinct realms (such
as “matter” and “spirit”). Even people who agree that there is only one type of
thing might disagree about whether there are fundamentally different kinds of
properties (such as mental properties and physical properties) that those things
can have. And even people who agree that there is only one kind of thing, and
that the world is purely physical, might diverge when it comes to asking which
aspects of that world are “real” versus “illusory.” (Are colors real? Is
consciousness? Is morality?)

Whether or not you believe in God—whether you are a theist or an atheist—
is part of your ontology, but far from the whole story. “Religion” is a completely
different kind of thing. It is associated with certain beliefs, often including belief
in God, although the definition of “God” can differ substantially within
religion’s broad scope. Religion can also be a cultural force, a set of institutions,
a way of life, a historical legacy, a collection of practices and principles. It’s
much more, and much messier, than a checklist of doctrines. A counterpart to
religion would be humanism, a collection of beliefs and practices that is as
varied and malleable as religion is.

The broader ontology typically associated with atheism is naturalism—there
is only one world, the natural world, exhibiting patterns we call the “laws of



nature,” and which is discoverable by the methods of science and empirical
investigation. There is no separate realm of the supernatural, spiritual, or divine;
nor is there any cosmic teleology or transcendent purpose inherent in the nature
of the universe or in human life. “Life” and “consciousness” do not denote
essences distinct from matter; they are ways of talking about phenomena that
emerge from the interplay of extraordinarily complex systems. Purpose and
meaning in life arise through fundamentally human acts of creation, rather than
being derived from anything outside ourselves. Naturalism is a philosophy of
unity and patterns, describing all of reality as a seamless web.

Naturalism has a long and distinguished pedigree. We find traces of it in
Buddhism, in the atomists of ancient Greece and Rome, and in Confucianism.
Hundreds of years after the death of Confucius, a Chinese thinker named Wang
Chong was a vocal naturalist, campaigning against the belief in ghosts and
spirits that had become popular in his day. But it is really only in the last few
centuries that the evidence in favor of naturalism has become hard to resist.

All of these isms can feel a bit overwhelming. Fortunately we don’t need to be
rigorous or comprehensive about listing the possibilities. But we do need to
think hard about ontology. It’s at the heart of our Wile E. Coyote problem.

The last five hundred or so years of human intellectual progress have
completely upended how we think about the world at a fundamental level. Our
everyday experience suggests that there are large numbers of truly different
kinds of stuff out there. People, spiders, rocks, oceans, tables, fire, air, stars—
these all seem dramatically different from one another, deserving of independent
entries in our list of basic ingredients of reality. Our “folk ontology” is
pluralistic, full of myriad distinct categories. And that’s not even counting
notions that seem more abstract but are arguably equally “real,” from numbers to
our goals and dreams to our principles of right and wrong.

As our knowledge grows, we have moved by fits and starts in the direction of
a simpler, more unified ontology. It’s an ancient impulse. In the sixth century
BCE, the Greek philosopher Thales of Miletus suggested that water is a primary
principle from which all else is derived, while across the world, Hindu
philosophers put forward Brahman as the single ultimate reality. The
development of science has accelerated and codified the trend.

Galileo observed that Jupiter has moons, implying that it is a gravitating body
just like the Earth. Isaac Newton showed that the force of gravity is universal,
underlying both the motion of the planets and the way that apples fall from trees.
John Dalton demonstrated how different chemical compounds could be thought



of as combinations of basic building blocks called atoms. Charles Darwin
established the unity of life from common ancestors. James Clerk Maxwell and
other physicists brought together such disparate phenomena as lightning,
radiation, and magnets under the single rubric of “electromagnetism.” Close
analysis of starlight revealed that stars are made of the same kinds of atoms as
we find here on Earth, with Cecilia Payne-Gaposchkin eventually proving that
they are mostly hydrogen and helium. Albert Einstein unified space and time,
joining together matter and energy along the way. Particle physics has taught us
that every atom in the periodic table of the elements is an arrangement of just
three basic particles: protons, neutrons, and electrons. Every object you have
ever seen or bumped into in your life is made of just those three particles.

We’re left with a very different view of reality from where we started. At a
fundamental level, there aren’t separate “living things” and “nonliving things,”
“things here on Earth” and “things up in the sky,” “matter” and “spirit.” There is
just the basic stuff of reality, appearing to us in many different forms.

How far will this process of unification and simplification go? It’s impossible
to say for sure. But we have a reasonable guess, based on our progress thus far: it
will go all the way. We will ultimately understand the world as a single, unified
reality, not caused or sustained or influenced by anything outside itself. That’s a
big deal.

Naturalism presents a hugely grandiose claim, and we have every right to be
skeptical. When we look into the eyes of another person, it doesn’t seem like
what we’re seeing is simply a collection of atoms, some sort of immensely
complicated chemical reaction. We often feel connected to the universe in some
way that transcends the merely physical, whether it’s a sense of awe when we
contemplate the sea or sky, a trancelike reverie during meditation or prayer, or
the feeling of love when we’re close to someone we care about. The difference
between a living being and an inanimate object seems much more profound than
the way certain molecules are arranged. Just looking around, the idea that
everything we see and feel can somehow be explained by impersonal laws
governing the motion of matter and energy seems preposterous.

It’s a bit of a leap, in the face of all of our commonsense experience, to think
that life can simply start up out of non-life, or that our experience of
consciousness needs no more ingredients than atoms obeying the laws of
physics. Of equal importance, appeals to transcendent purpose or a higher power
seem to provide answers to questions to some of the pressing “Why?” questions
we humans like to ask: Why this universe? Why am I here? Why anything at all?



Naturalism, by contrast, simply says: those aren’t the right questions to ask. It’s a
lot to swallow, and not a view that anyone should accept unquestioningly.

Naturalism isn’t an obvious, default way to think about the world. The case in
its favor has built up gradually over the years, a consequence of our relentless
quest to improve our understanding of how things work at a deep level, but there
is still work to be done. We don’t know how the universe began, or if it’s the
only universe. We don’t know the ultimate, complete laws of physics. We don’t
know how life began, or how consciousness arose. And we certainly haven’t
agreed on the best way to live in the world as good human beings.

The naturalist needs to make the case that, even without actually having these
answers yet, their worldview is still by far the most likely framework in which
we will eventually find them. That’s what we’re here to do.

EUS

The pressing, human questions we have about our lives depend directly on our
attitudes toward the universe at a deeper level. For many people, those attitudes
are adopted rather informally from the surrounding culture, rather than arising
out of rigorous personal reflection. Each new generation of people doesn’t invent
the rules of living from scratch; we inherit ideas and values that have evolved
over vast stretches of time. At the moment, the dominant image of the world
remains one in which human life is cosmically special and significant, something
more than mere matter in motion. We need to do better at reconciling how we
talk about life’s meaning with what we know about the scientific image of our
universe.

Among people who acknowledge the scientific basis of reality, there is often a
conviction—usually left implicit—that all of that philosophical stuff like
freedom, morality, and purpose should ultimately be pretty easy to figure out.
We’re collections of atoms, and we should be nice to one another. How hard can
it really be?

It can be really hard. Being nice to one another is a good start, but it doesn’t
get us very far. What happens when different people have incompatible
conceptions of niceness? Giving peace a chance sounds like a swell idea, but in
the real world, there are different actors with different interests, and conflicts
will inevitably arise. The absence of a supernatural guiding force doesn’t mean
we can’t meaningfully talk about right and wrong, but it doesn’t mean we
instantly know one from the other, either.

Meaning in life can’t be reduced to simplistic mottos. In some number of
years I will be dead; some memory of my time here on Earth may linger, but I
won’t be around to savor it. With that in mind, what kind of life is worth living?



How should we balance family and career, fortune and pleasure, action and
contemplation? The universe is large, and I am a tiny part of it, constructed of
the same particles and forces as everything else: by itself, that tells us precisely
nothing about how to answer such questions. We’re going to have to be both
smart and courageous as we work to get this right.



2

Poetic Naturalism

ne thing Star Trek never really got clear on was how transporter

machines are supposed to work. Do they disassemble you one atom at

a time, zip those atoms elsewhere, and then reassemble them? Or do
they send only a blueprint of you, the information contained in your arrangement
of atoms, and then reconstruct you from existing matter in the environment to
which you are traveling? Most often the ship’s crew talks as if your actual atoms
travel through space, but then how do we explain “The Enemy Within”? That’s
the episode, you’ll remember, in which a transporter malfunction causes two
copies of Captain Kirk to be beamed aboard the Enterprise. It’s hard to see how
two copies of a person could be made out of one person-sized collection of
atoms.

Fortunately for viewers of the show, the two copies of Kirk weren’t precisely
identical. One copy was the normal (good) Kirk, and the other was evil. Even
better, the evil one quickly got scratched on the face by Yeoman Rand, so it
wasn’t hard to tell the two apart.

But what if they had been identical? We would then be faced with a puzzle
about the nature of personal identity, popularized by philosopher Derek Parfit.
Imagine a transporter machine that could disassemble a single individual and
reconstruct multiple exact copies of them out of different atoms. Which one, if
any, would be the “real” one? If there were just a single copy, most of us would
have no trouble accepting them as the original person. (Using different atoms
doesn’t really matter; in actual human bodies, our atoms are lost and replaced all
the time.) Or what if one copy were made of new atoms, while the original you
remained intact—but the original suffered a tragic death a few seconds after the
duplicate was made. Would the duplicate count as the same person?

All good philosophical fun and games of course, but without much relevance
to the real world, at least not at our current level of technology. Or maybe not.
There’s an older thought experiment called the Ship of Theseus that raises some



of the same issues. Theseus, the legendary founder of Athens, had an impressive
ship in which he had fought numerous battles. To honor him, the citizens of
Athens preserved his ship in their port. Occasionally a plank or part of the mast
would decay beyond repair, and at some point that piece would have to be
replaced to keep the ship in good order. Once again we have a question of
identity: is it the same ship after we’ve replaced one of the planks? If you think it
is, what about after we’ve replaced all of the planks, one by one? And (as
Thomas Hobbes went on to ask), what if we then took all the old planks and
built a ship out of them? Would that one then suddenly become the Ship of
Theseus?

Narrowly speaking, these are all questions about identity. When is one thing
“the same thing” as some other thing? But more broadly, they’re questions about
ontology, our basic view of what exists in the world. What kinds of things are
there at all?

When we ask about the identity of the “real” Captain Kirk or Ship of
Theseus, a whole bundle of unstated assumptions come along for the ride. We
are assuming that there are things called “persons,” and things called “ships,”
and that these things have some persistence over time. And everything goes
swimmingly, until we come up against a puzzle, such as these duplication
scenarios, that puts a strain on how we define these kinds of objects.

All this matters, not because we’re on the verge of building a working
transporter, but because our attempts to make sense of the big picture inevitably
involve different kinds of overlapping ways of talking about the world. We have
atoms, and we have biological cells, and we have human beings. Is the notion of
“this particular human being” an important one to how we think about the
world? Should categories like “persons” and “ships” be part of our fundamental
ontology at all? We can’t decide whether an individual human life actually
matters if we don’t know what we mean by “human being.”

As knowledge generally, and science in particular, have progressed over the
centuries, our corresponding ontologies have evolved from quite rich to
relatively sparse. To the ancients, it was reasonable to believe that there were all
kinds of fundamentally different things in the world; in modern thought, we try
to do more with less.

We would now say that Theseus’s ship is made of atoms, all of which are
made of protons, neutrons, and electrons—exactly the same kinds of particles
that make up every other ship, or for that matter make up you and me. There



isn’t some primordial “shipness” of which Theseus’s is one particular example;
there are simply arrangements of atoms, gradually changing over time.

That doesn’t mean we can’t talk about ships just because we understand that
they are collections of atoms. It would be horrendously inconvenient if, anytime
someone asked us a question about something happening in the world, we
limited our allowable responses to a listing of a huge set of atoms and how they
were arranged. If you listed about one atom per second, it would take more than
a trillion times the current age of the universe to describe a ship like Theseus’s.
Not really practical.

It just means that the notion of a ship is a derived category in our ontology,
not a fundamental one. It is a useful way of talking about certain subsets of the
basic stuff of the universe. We invent the concept of a ship because it is useful to
us, not because it’s already there at the deepest level of reality. Is it the same ship
after we’ve gradually replaced every plank? I don’t know. It’s up to us to decide.
The very notion of “ship” is something we created for our own convenience.

That’s okay. The deepest level of reality is very important; but all the
different ways we have of talking about that level are important too.

What we’re seeing is the difference between a rich ontology and a sparse one. A
rich ontology comes with a large number of different fundamental categories,
where by “fundamental” we mean “playing an essential role in our deepest, most
comprehensive picture of reality.”

In a sparse ontology, there are a small number of fundamental categories
(maybe only one) describing the world. But there will be very many ways of
talking about the world. The notion of a “way of talking” isn’t mere decoration
—it’s an absolutely crucial part of how we apprehend reality.
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Two different kinds of ontologies, rich and sparse.
Boxes are fundamental concepts, while circles are
derived or emergent concepts—ways of talking about
the world.

One benefit of a rich ontology is that it’s easy to say what is “real”—every
category describes something real. In a sparse ontology, that’s not so clear.
Should we count only the underlying stuff of the world as real, and all the
different ways we have of dividing it up and talking about it as merely illusions?
That’s the most hard-core attitude we could take to reality, sometimes called
eliminativism, since its adherents like nothing better than to go around
eliminating this or that concept from our list of what is real. For an eliminativist,
the question “Which Captain Kirk is the real one?” gets answered by “Who
cares? People are illusions. They’re just fictitious stories we tell about the one
true real world.”



I’m going to argue for a different view: our fundamental ontology, the best
way we have of talking about the world at the deepest level, is extremely sparse.
But many concepts that are part of non-fundamental ways we have of talking
about the world—useful ideas describing higher-level, macroscopic reality—
deserve to be called “real.”

The key word there is “useful.” There are certainly non-useful ways of
talking about the world. In scientific contexts, we refer to such non-useful ways
as “wrong” or “false.” A way of talking isn’t just a list of concepts; it will
generally include a set of rules for using them, and relationships among them.
Every scientific theory is a way of talking about the world, according to which
we can say things like “There are things called planets, and something called the
sun, all of which move through something called space, and planets do
something called orbiting the sun, and those orbits describe a particular shape in
space called an ellipse.” That’s basically Johannes Kepler’s theory of planetary
motion, developed after Copernicus argued for the sun being at the center of the
solar system but before Isaac Newton explained it all in terms of the force of
gravity. Today, we would say that Kepler’s theory is fairly useful in certain
circumstances, but it’s not as useful as Newton’s, which in turn isn’t as broadly
useful as Einstein’s general theory of relativity.

EUS

The strategy I’'m advocating here can be called poetic naturalism. The poet
Muriel Rukeyser once wrote, “The universe is made of stories, not of atoms.”
The world is what exists and what happens, but we gain enormous insight by
talking about it—telling its story—in different ways.

Naturalism comes down to three things:

1. There is only one world, the natural world.

2. The world evolves according to unbroken patterns, the laws of
nature.

3. The only reliable way of learning about the world is by observing
it.

Essentially, naturalism is the idea that the world revealed to us by scientific
investigation is the one true world. The poetic aspect comes to the fore when we
start talking about that world. It can also be summarized in three points:

1. There are many ways of talking about the world.



2. All good ways of talking must be consistent with one another and
with the world.
3. Our purposes in the moment determine the best way of talking.

A poetic naturalist will agree that both Captain Kirk and the Ship of Theseus
are simply ways of talking about certain collections of atoms stretching through
space and time. The difference is that an eliminativist will say “and therefore
they are just illusions,” while the poetic naturalist says “but they are no less real
for all of that.”

Philosopher Wilfrid Sellars coined the term manifest image to refer to the folk
ontology suggested by our everyday experience, and scientific image for the
new, unified view of the world established by science. The manifest image and
the scientific image use different concepts and vocabularies, but ultimately they
should fit together as compatible ways of talking about the world. Poetic
naturalism accepts the usefulness of each way of talking in its appropriate
circumstances, and works to show how they can be reconciled with one another.

Within poetic naturalism we can distinguish among three different kinds of
stories we can tell about the world. There is the deepest, most fundamental
description we can imagine—the whole universe, exactly described in every
microscopic detail. Modern science doesn’t know what that description actually
is right now, but we presume that there at least is such an underlying reality.
Then there are “emergent” or “effective” descriptions, valid within some limited
domain. That’s where we talk about ships and people, macroscopic collections of
stuff that we group into individual entities as part of this higher-level vocabulary.
Finally, there are values: concepts of right and wrong, purpose and duty, or
beauty and ugliness. Unlike higher-level scientific descriptions, these are not
determined by the scientific goal of fitting the data. We have other goals: we
want to be good people, get along with others, and find meaning in our lives.
Figuring out the best way to talk about the world is an important part of working
toward those goals.

Poetic naturalism is a philosophy of freedom and responsibility. The raw
materials of life are given to us by the natural world, and we must work to
understand them and accept the consequences. The move from description to
prescription, from saying what happens to passing judgment on what should
happen, is a creative one, a fundamentally human act. The world is just the
world, unfolding according to the patterns of nature, free of any judgmental
attributes. The world exists; beauty and goodness are things that we bring to it.



Poetic naturalism may seem like an appealing idea—or it may seem like an
absurd bunch of hooey—but it certainly leaves us with a lot of questions. Most
obviously, what is the unified natural world that underlies everything? We’ve
been bandying about words like “atoms” and “particles,” but we know from
discussions of quantum mechanics that the truth is a bit more slippery than that.
And we certainly don’t claim to know the ultimate final Theory of Everything—
so how much do we actually know? And what makes us think that it’s enough to
justify the dreams of naturalism?

There are equally many, if not more, questions about connecting that
underlying physical world to our everyday reality. There are “Why?” questions:
Why this particular universe, with these particular laws of nature? Why does the
universe exist at all? There are also “Are you sure?” questions: Are we sure that
a unified physical reality could naturally give rise to life as we know it? Are we
sure it is sufficient to describe consciousness, perhaps the most perplexing aspect
of our manifest world? And then there are the “How?” questions: How do we
decide what ways of talking are the best? How do we agree on judgmental
questions about right and wrong? How do we find meaning and purpose in a
world that is purely natural? Above all, how do we know any of this?

Our task is to put together a rich, nuanced picture that reconciles all the
different aspects of our experience. To put ourselves in the right frame of mind,
in the next few chapters we’ll survey some of the ideas that helped set humanity
on the road to naturalism.
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The World Moves by Itself

perform a fun demonstration. Near the end of an extravehicular moon walk,

Scott held up a hammer and a feather, then proceeded to let go of them
simultaneously. Both objects, under the gentle pull of the moon’s gravity, fell to
the ground, landing at precisely the same time.

That’s not what would have happened here on Earth, unless you were
practicing your spacesuit drills in one of NASA’s giant vacuum chambers. Under
ordinary circumstances, air resistance would greatly slow the fall of the feather,
while the hammer would be largely unaffected. But in the vacuum on the moon’s
surface, their trajectories were indistinguishable.

Scott had confirmed an important insight put forward by Galileo Galilei back
in the late sixteenth century: the natural motion of all objects is to fall in the
same way under the influence of gravity, and it is only friction caused by air that
makes heavier objects seem to fall faster than lighter ones in our everyday
experience. And a good thing too. As mission controller Joe Allen put it, this
experimental result was “predicted by well-established theory, but a result
nonetheless reassuring considering both the number of viewers that witnessed
the experiment, and the fact that the homeward journey was based critically on
the validity of the particular theory being tested.”

The story is told that Galileo performed a version of the experiment himself,
dropping balls of different weights (but comparable air resistance) from the top
of the Leaning Tower of Pisa. Galileo doesn’t seem to have claimed that he did
this, but it was later asserted by his pupil Vincenzo Viviani in a biography of his
master.

I n 1971, viewers watching live TV got to see Apollo 15 astronaut David Scott



The Leaning Tower of Pisa. (Courtesy of W. Lloyd
MacKenzie)

The experiment we know Galileo actually performed was an easier one to
construct and control: he rolled balls of different masses down inclined planes.
He was able to show that the balls accelerated in a uniform fashion, by an
amount that depended on the angle of the plane but not on the masses of the
balls. He then suggested that if we could trust this result all the way to planes
that were inclined absolutely perpendicular to the floor, that would be exactly
like dropping objects straight down, without a plane there at all. Therefore, he
concluded, all masses would fall in a uniform way under the force of gravity, if it
weren’t for the influence of air resistance.

More important than this specific finding is the underlying message it
conveys: we can learn about the natural motion of objects by imagining we can
get rid of various nuisance effects, such as friction and air resistance, and then
perhaps recovering more realistic kinds of motion by putting those effects back
in later.



That is no small insight. It is arguably the biggest idea in the history of
physics.

Physics is, by far, the simplest science. It doesn’t seem that way, because we
know so much about it, and the required knowledge often seems esoteric and
technical. But it is blessed by this amazing feature: we can very often make
ludicrous simplifications—frictionless surfaces, perfectly spherical bodies—
ignoring all manner of ancillary effects, and nevertheless get results that are
unreasonably good. For most interesting problems in other sciences, from
biology to psychology to economics, if you modeled one tiny aspect of a system
while pretending all the others didn’t exist, you would just end up getting
nonsense. (Which doesn’t stop people from trying.)

This enormous, paradigm-shifting idea—in idealized situations where friction
and dissipation can be ignored, physics becomes simple—was in large part
responsible for helping to establish an equally influential, arguably more world-
shattering concept: conservation of momentum. It might not sound like a
principle of such dramatic import, but momentum is at the very heart of a shift in
how we view the world, from an ancient cosmos of causes and purposes to a
modern one of patterns and laws.

Before Galileo and others revolutionized the study of motion in the sixteenth and
seventeenth centuries, Aristotle had long reigned as the leading thinker on the
subject. Aristotle’s view of physics was resolutely teleological: he thought of
objects as having a natural state of being, and processes as being directed toward
a goal. Famously, he suggested that we could distinguish between four different
kinds of “causes,” although “kinds of explanation” might be a better translation
of what he had in mind. The four kinds were material cause, the stuff of which
an object is made; formal cause, the essential property that makes an object what
it is; efficient cause, the thing that brings the object about (closest to our
informal notion of “cause”); and final cause, the purpose for which an object
exists. Understanding why things change and move and behave the way they do
comes down to putting them in the context of these causes.

For Aristotle, the nature of an object determines how it moves. Of the four
classical elements, earth and water tend to fall to lower elevations, whereas air
and fire tend to rise. An object can be in its natural state of rest or motion, where
it will tend to remain until a “violent motion” causes it to change, after which it
will return.

Consider a coffee cup sitting at rest on a table. It is in its natural state, in this
case at rest. (Unless we were to pull the table out from beneath it, in which case



it would naturally fall, but let’s not do that.) Now imagine we exert a violent
motion, pushing the cup across the table. As we push it, it moves; when we stop,
it returns to its natural state of rest. In order to keep it moving, we would have to
keep pushing on it. As Aristotle says, “Everything that is in motion must be
moved by something.”

This is manifestly how coffee cups do behave in the real world. The
difference between Galileo and Aristotle wasn’t that one was saying true things
and the other was saying false things; it’s that the things Galileo chose to focus
on turned out to be a useful basis for a more rigorous and complete
understanding of phenomena beyond the original set of examples, in a way that
Aristotle’s did not.

In the sixth century, John Philoponus, a philosopher and theologian living in
Egypt, began the journey from Aristotle to our present understanding of motion.
He suggested that we should think of a motive power or “impetus,” which was
imparted to a body by the initial act of pushing, and kept the body in motion
until all of the impetus had dissipated. It was a small step forward, but one that
opened up a new vista on how to think about the nature of motion. Rather than
talking about causes, the focus shifted to quantities and properties of matter
itself.

Tbn Sina (Avicenna), Persian philosopher and
polymath, d. 1037.

Another crucial contribution was made by the Persian thinker Ibn Sina
(sometimes Romanized as Avicenna), one of the leading lights of the Islamic
Golden Age, around the year 1000. He elaborated on Philoponus’s idea of



impetus, calling it “inclination” (mayl). It was Ibn Sina who proposed that
inclination didn’t disperse on its own, but only due to air resistance or other
external influences. And in a vacuum, he points out, there is no such resistance:
an undisturbed projectile would keep moving at a constant rate, forever.

This brings us remarkably close to the modern idea of inertia—the concept
that bodies will move uniformly unless acted upon. In the fourteenth century,
Jean Buridan, a French cleric who was probably influenced by Ibn Sina, came up
with a quantitative formula equating the impetus with the weight of an object
times its velocity. At the time, however, the distinction between mass and weight
was not understood. Galileo, influenced in turn by Buridan, coined the term
“momentum” and said it would remain constant in a body that was not being
acted on by any forces, but he didn’t clearly differentiate between momentum
and velocity. It was René Descartes who equated momentum with mass times
speed, but even he (despite being the inventor of analytic geometry) didn’t
appreciate that momentum has a direction as well as a magnitude; that was left to
Dutch scientist Christiaan Huygens in the seventeenth century. Then, it was Isaac
Newton who put the notion to brilliant use in his systematic reinvention of the
science of motion, which we still teach in high schools and colleges today.

Why is conservation of momentum such a big deal? We’re not here to study
Newtonian mechanics, as rewarding as that would be. There will be no exercises
involving pulleys or inclined planes. We’re here to think about the fundamental
nature of reality.

For Aristotle, physics was a story of natures and causes. Whenever there was
motion of any sort, there had to be a mover: an efficient cause that led to that
motion. Aristotle had a more expansive definition of “motion” than we use
today, one that is really closer to “transformation.” It would include, for
example, an object changing its color, or possibilities becoming actualities. But
the same principles apply; Aristotle’s conviction was that all of these
transformations implied the existence of a transforming cause. There’s nothing
absurd about such an idea. In our everyday experience, things don’t “just
happen”—something works to cause them, to bring them about. Aristotle,
without any of the benefit of modern scientific knowledge, was trying to codify
what he knew about the way the world works into some kind of systematic
framework.

So Aristotle observes a world populated by countless changing things, and
infers a cause in each case. A is caused to move by B, which in turn is caused to
move by C, and so on. It’s reasonable to ask: What started it all? To what can we



trace back this chain of motions and causes? He quickly rejects the possibilities
that any motions are self-caused, or that the chain of causes goes back infinitely
far. It needs to terminate somewhere, in something that causes motion but does
not itself move: an unmoved mover.

Aristotle’s theory of motion was largely set forth in his book Physics, but the
details of the unmoved mover were left to a later one, Metaphysics. There,
despite being nominally a pagan, he identifies the unmoved mover with God: not
just an abstract principle but a being, immortal and benevolent. It’s not a bad
argument for God’s existence, although it’s easy to poke holes in it by denying
the underlying assumptions. Maybe some motions do cause themselves, or
maybe infinite regresses are perfectly okay. But this “cosmological argument”
was extremely influential, picked up and elaborated on by Thomas Aquinas and
others.

Most important for our purposes, the whole structure of Aristotle’s argument
for an unmoved mover rests on his idea that motions require causes. Once we
know about conservation of momentum, that idea loses its steam. We can
quibble over the details—I have no doubt Aristotle would have been able to
come up with an ingenious way of accounting for objects on frictionless surfaces
moving at constant velocity. What matters is that the new physics of Galileo and
his friends implied an entirely new ontology, a deep shift in how we thought
about the nature of reality. “Causes” didn’t have the central role that they once
did. The universe doesn’t need a push; it can just keep going.

It’s hard to overemphasize the importance of this shift. Of course, even today,
we talk about causes and effects all the time. But if you open the contemporary
equivalent of Aristotle’s Physics—a textbook on quantum field theory, for
example—words like that are nowhere to be found. We still, with good reason,
talk about causes in everyday speech, but they’re no longer part of our best
fundamental ontology.

What we’re seeing is a manifestation of the layered nature of our descriptions
of reality. At the deepest level we currently know about, the basic notions are
things like “spacetime,” “quantum fields,” “equations of motion,” and
“interactions.” No causes, whether material, formal, efficient, or final. But there
are levels on top of that, where the vocabulary changes. Indeed, it’s possible to
recover pieces of Aristotle’s physics quantitatively, as limits of Newtonian
mechanics in an appropriate regime, where dissipation and friction are central.
(Coffee cups do come to a stop, after all.) In the same way, it’s possible to
understand why it’s so useful to refer to causes and effects in our everyday
experience, even if they’re not present in the underlying equations. There are
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many different useful stories we have to tell about reality to get along in the
world.
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What Determines What Will Happen?

man. His views were undoubtedly heterodox by the standards of his

childhood Anglican faith; he rejected the Trinity, and wrote numerous works
on prophesy and biblical interpretation, with chapter titles such as “Of the power
of the eleventh horn of Daniel’s fourth Beast, to change times and laws.” He
couldn’t rely on an argument for God’s existence along the lines of Aristotle’s
unmoved mover. His own work seemed to depict a universe moving perfectly
well under its own power, but as he pointed out in the “General Scholium” (an
essay appended to later editions of his masterwork, Principia Mathematica),
someone had to set it all up:

I saac Newton, the most influential scientist of all time, was a very religious

This most excellently contrived System of the Sun, and Planets,
and Comets, could not have its Origin from any other than from the
wise Conduct and Dominion of an intelligent and powerful Being.

Elsewhere, Newton seemed to imply that the mutual perturbations of the planets
on one another would gradually cause the system to get out of whack, at which
point God would intervene to set things back in order.

Pierre-Simon Laplace, a French physicist and mathematician born a century
after Newton, thought differently. Scholars debate over his true religious views,
which seem to have vacillated between deism (God created the world, but did
not subsequently intervene in its operation) and outright atheism. Laplace is the
one who, when asked by Emperor Napole6n why God didn’t appear in his book
on celestial mechanics, purportedly replied, “I had no need of that hypothesis.”
Whatever his ultimate beliefs, it seems that Laplace held steadfastly against the
idea of a Creator who would ever directly interfere in the motions of the world.
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Pierre-Simon Marquis de Laplace, 1749-1827.

Laplace was one of the first thinkers to truly understand classical
(Newtonian) mechanics, deep in his bones—better than Newton himself.
Someone was bound to do it. Science progresses, and we learn more and more
about our best theories; there are many physicists today who understand
relativity better than Einstein, or quantum mechanics better than Schrédinger or
Heisenberg. Laplace tackled problems from the stability of the solar system to
the foundations of probability, routinely inventing the required new mathematics
along the way. He suggested that Newtonian gravity could be thought of as a
field theory, positing a “gravitational potential field” that filled all of space,
thereby resolving Newton’s puzzlement about actions at a distance between
faraway bodies.

Perhaps Laplace’s greatest contribution to our understanding of mechanics
was not a technical or mathematical advance, but a philosophical one. He
realized that there was a simple answer to the question “What determines what
will happen next?” And the answer is “The state of the universe right now.”

There’s a worry that this result threatens the existence of human agency, our
ability to make choices about what to do next. As we’ll see, that’s not really an
issue of physics, but one of description: What is the best way we have to talk



about human beings? When we talk about simple Newtonian systems, like the
planets moving through the solar system, determinism is part of the picture.
When we talk about enormously more complex things like people, there’s no
way for us to have enough information to make ironclad predictions. Our best
theories of people, presented on their own terms and without reference to
underlying particles and forces, leave plenty of room for human choice.

The world, according to classical physics, is not fundamentally teleological.
What happens next is not influenced by any future goals or final causes toward
which it might be working. Nor is it fundamentally historical; to know the future
—in principle—requires only precise knowledge of the present moment, not any
additional knowledge of the past. Indeed, the entirety of both the past and future
history are utterly determined by the present. The universe is resolutely focused
on the current moment; it marches forward, instant to instant, under the grip of
unbreakable physical laws, with no heed paid to its glorious accomplishments or
to its hopeful prospects. Much later, the biologist Ernst Haeckel would dub this
viewpoint dysteleology, though the term is so ungainly that it never really caught
on.

In modern parlance, Laplace was pointing out that the universe is something
like a computer. You enter an input (the state of the universe right now), it does a
calculation (the laws of physics) and gives you an output (the state of the
universe one moment later). Similar ideas had previously been suggested by
Gottfried Wilhelm Leibniz and Roger Boscovich, and were prefigured over two
millennia earlier by Ajivika, a heterodox school of ancient Indian philosophy.
Since computers hadn’t been invented yet, Laplace imagined a “vast intellect”
that knew the positions and velocities of all the particles in the universe, and
understood all the forces they were subject to, and had sufficient computational
power to apply Newton’s laws of motion. In that case, as he put it, “for such an
intellect nothing would be uncertain, and the future just like the past would be
present before its eyes.” His contemporaries immediately judged “vast intellect”
to be too boring, and renamed it Laplace’s Demon.

It’s convenient to say “one moment later,” but for Newton and Laplace, and
to the best of our current understanding in theoretical physics, the flow of time is
continuous rather than discrete. That’s no problem at all; this is a job for
calculus, which Newton and Leibniz invented for just this reason. By the “state”
of the universe, or any subsystem thereof, we mean the position and the velocity
of every particle within it. The velocity is just the rate of change (the derivative)
of the position as time passes; the laws of physics provide us with the



acceleration, which is the rate of change of the velocity. Together, you give me
the state of the universe at one time, and I can use the laws of physics to
integrate forward (or backward) and get the state of the universe at any other
time.

We’re using the language of classical mechanics—particles, forces—but the
idea is much more powerful and general. Laplace introduced the idea of “fields”
as a centrally important concept in physics, and the notion became entrenched
with the work of Michael Faraday and James Clerk Maxwell on electricity and
magnetism in the nineteenth century. Unlike a particle, which has a position in
space, a field has a value at every single point in space—that’s just what a field
is. But we can treat that field value like a “position,” and its rate of change as a
“velocity,” and the whole Laplacian thought experiment goes through
undisturbed. The same is true for Einstein’s general theory of relativity, or
Schrodinger’s equation in quantum mechanics, or modern speculations such as
superstring theory. Since the days of Laplace, every serious attempt at
understanding the behavior of the universe at a deep level has included the
feature that the past and future are determined by the present state of the system.
(One possible exception is the collapse of the wave function in quantum
mechanics, which we’ll discuss at greater length in chapter 20.)

This principle goes by a simple, if potentially misleading, name: conservation
of information. Just as conservation of momentum implies that the universe can
just keep on moving, without any unmoved mover behind the scenes,
conservation of information implies that each moment contains precisely the
right amount of information to determine every other moment.

The term “information” here requires caution, because scientists use the same
word to mean different things in different contexts. Sometimes “information”
refers to the knowledge you actually have about a state of affairs. Other times, it
means the information that is readily accessible, embodied in what the system
macroscopically looks like (whether you are looking at it and have the
information or not). We are using a third possible definition, what we might call
the “microscopic” information: the complete specification of the state of the
system, everything you could possibly know about it. When speaking of
information being conserved, we mean literally all of it.

These two conservation laws, of momentum and information, imply a sea
change in our best fundamental ontology. The old Aristotelian view was
comfortable and, in a sense, personal. When things moved, there were movers;
when things happened, there were causes. The Laplacian view—one that
continues to hold in science to this day—is based on patterns, not on natures and
purposes. If this certain thing happens, we know this other thing will necessarily



follow thereafter, with the sequence described by the laws of physics. Why is it
that way? Because that’s the pattern we observe.

Laplace’s Demon is a thought experiment, not one we’re going to reproduce in
the lab. Realistically, there never will be and never can be an intelligence vast
and knowledgeable enough to predict the future of the universe from its present
state. If you sit down and think about what such a computer would have to be
like, you eventually realize it would essentially need to be as big and powerful as
the universe itself. To simulate the entire universe with good accuracy, you
basically have to be the universe. So our concern here isn’t one of practical
engineering; it’s not going to happen.

Our interest is a matter of principle: the fact that the current state of the
universe determines its future, not that we can imagine taking advantage of that
fact to make predictions. This feature, determinism, rubs some people the wrong
way. It’s worth taking a careful look at its limitations and prospects.

Classical mechanics, the system of equations studied by Newton and Laplace,
isn’t perfectly deterministic. There are examples of cases where a unique
outcome cannot be predicted from the current state of the system. This doesn’t
bother most people, since cases like this are extremely rare—they are essentially
infinitely unlikely among the set of all possible things a system could be doing.
They are artificial and fun to think about, but not of great import to what
happens in the messy world around us.

A more popular objection to determinism is the phenomenon of chaos. The
ominous name obscures its simple nature: in many kinds of systems, very tiny
amounts of imprecision in our knowledge of the initial state of that system can
lead to very large variations in where it eventually ends up. As far as
determinism is concerned, however, the existence of chaos could not possibly be
more irrelevant. Laplace’s point was always that perfect information leads to
perfect prediction. Chaos theory says that slightly imperfect information leads to
very imperfect prediction. True, and it doesn’t change the picture the slightest
bit. Nobody in their right mind was ever under the impression that we would be
able to use Laplace’s reasoning to build a useful prediction-making device; the
thought experiment was always a matter of principle, not one of practice.

The real issue with classical mechanics is that it’s not how the world works.
These days we know better: quantum mechanics, which came along in the early
twentieth century, is an entirely different ontology. There are no “positions” and
“velocities” in quantum mechanics; there is only “the quantum state,” also



known as “the wave function,” which we can use to calculate the outcomes of
experiments that observe the system.

Quantum mechanics has supplanted classical mechanics as the best way we
know to talk about the universe at a deep level. Unfortunately, and to the chagrin
of physicists everywhere, we don’t fully understand what the theory actually is.
We know that the quantum state of a system, left alone, evolves in a perfectly
deterministic fashion, free even of the rare but annoying examples of non-
determinism that we can find in classical mechanics. But when we observe a
system, it seems to behave randomly, rather than deterministically. The wave
function “collapses,” and we can state with very high precision the relative
probability of observing different outcomes, but never know precisely which one
it will be.

There are several competing approaches as to how to best understand the
measurement problem in quantum mechanics. Some involve true randomness,
while others (such as my favorite, the Everett or Many-Worlds formulation)
retain complete determinism. We’ll talk about the alternatives in chapter 21. All
of the popular versions of quantum mechanics, however, maintain the underlying
philosophy of Laplace’s analysis, even if they do away with perfect
predictability: what matters, in predicting what will happen next, is the current
state of the universe. Not a goal in the future, nor any memory of where the
system has been. As far as our best current physics is concerned, each moment in
the progression of time follows from the previous moment according to clear,
impersonal, quantitative rules.

There is a bit of a mismatch between Laplace’s notion of determinism and what
most people think of when they hear “the future is determined.” The latter phrase
conjures up images of destiny or fate—the idea that what will eventually happen
has “already been decided,” with the implication that it’s been decided by
someone, or something.

The physical notion of determinism is different from destiny or fate in a
subtle but crucial way: because Laplace’s Demon doesn’t actually exist, the
future may be determined by the present, but literally nobody knows what it will
be. When we think of destiny, we think of something like the Three Fates of
Greek mythology or the Weird Sisters of Shakespeare’s Macbeth, wizened
oracles who will use riddles to indicate our future path, which we will try to
escape from and fail. The real universe is nothing like that. It’s more like an
annoying child who likes to approach people and say, “I know what’s going to
happen to you next!” Then, when you ask what will happen, the child says, “I



can’t tell you.” And after it happens, they say, “See? I knew that was going to
happen!” That’s the universe for you.

The momentary or Laplacian nature of physical evolution doesn’t have much
relevance for the choices we face in our everyday lives. For poetic naturalism,
the situation is clear. There is one way of talking about the universe that
describes it as elementary particles or quantum states, in which Laplace holds
sway and what happens next depends only on the state of the system right now.
There is also another way of talking about it, where we zoom out a bit and
introduce categories like “people” and “choices.” Unlike our best theory of
planets or pendulums, our best theories of human behavior are not deterministic.
We don’t know any way to predict what a person will do based on what we can
readily observe about their current state. Whether we think of human behavior as
determined depends on what we know.



5

Reasons Why

n November 2003, Dutch pediatric nurse Lucia de Berk was sentenced to life

imprisonment without parole, for the murder of four children under her care

and the attempted murder of three others. Her case became a media sensation
for an unusual reason: it involved the misuse of statistical reasoning.

Some direct evidence was brought against de Berk, but it was flimsy. In one
case, for example, the victim (“baby Amber”) was alleged to have been poisoned
by the drug digoxin, but doctors pointed out that similar chemical signals could
have arisen naturally. The crucial part of the case against de Berk wasn’t any
incontrovertible evidence of individual murders, but rather the supposed
statistical unlikelihood of so many deaths occurring while a single nurse was on
duty. One expert testified that there was less than 1 chance in 342 million of such
a coincidence. The prosecution argued, successfully, that the improbability
implied by this calculation meant that a lower burden of proof should be used
when evaluating the deaths as a group than would be appropriate when
investigating only a single incident.

The problem was that the calculation was entirely bogus. It was plagued by
elementary mistakes, from multiplying probabilities that weren’t independent to
“fishing” for seeming coincidences in large numbers of events. After the
conviction, other experts put forward alternative calculations, ranging from 1 in
1 million to 1 in 25, depending on precisely how the questions were asked.
Further investigation showed that the infant mortality rate at the hospital had
been higher in the years before de Berk had been hired than it became once she
started working there, not really the effect one would expect the presence of a
serial killer to have. Ultimately, doubts about both the statistical arguments and
the direct evidence led to a retrial. In 2010, de Berk was fully acquitted of all
charges.

But math mistakes alone are not sufficient to account for Lucia de Berk’s
wrongful conviction. What started the ball rolling was a psychological



conviction: the idea that something as horrible as these infant deaths couldn’t
just be random; someone must be to blame. There must be a reason why it
happened. As horrible as the death of a child necessarily is, it becomes more
sensible to us if it can somehow be explained as the result of someone’s actions,
rather than simply random chance.

Looking for causes and reasons is a deeply ingrained human impulse. We are
pattern-recognizing creatures, quick to see faces in craters on Mars or
connections between the location of Venus in the sky and the state of our love
life. Not only do we seek order and causation, but we favor fairness as well. In
the 1960s, psychologist Melvin Lerner proposed the “Just World Fallacy” after
noticing people’s tendency to blame victims of misfortune when something went
wrong. To test his idea, he and his collaborator Carolyn Simmons conducted
experiments in which subjects were shown other people apparently suffering the
effects of electrical shocks. Afterward, many of the subjects—who knew nothing
about the people supposedly being shocked—passed harsh judgments against
them, berating their character. The more violent the shocks appeared to be, the
harder the subjects were on the victims.

Searching for reasons why things happen is by no means an irrational pursuit. In
many familiar contexts, things don’t “just happen.” If you are sitting in your
living room and a baseball suddenly crashes through your window, it makes
sense to look outside and expect to see some kids at play. Giant whales do not
spontaneously come into existence several miles in the air. Our familiar
intuitions concerning cause and effect have developed over evolutionary time
because they provide useful guides for understanding how the world really
works.

The mistake is to elevate this expectation to an unbreakable principle. We see
things happen, and we attribute reasons to them. Not only with events at home
and people’s personal fates but all the way down to the basics of ontology. If the
world consists of certain things and behaves in certain ways, we think, there
must be a reason why it is so.

This mistake has a name: the Principle of Sufficient Reason. The term was
coined by German philosopher and mathematician Gottfried Leibniz, but the
essential idea had been anticipated by many earlier thinkers, most notably by
Baruch Spinoza in the seventeenth century. One way of stating it would be:

Principle of Sufficient Reason:



For any true fact, there is a reason why it is so, and why something
else is not so instead.

Leibniz once formulated it simply as “Nothing happens without a reason,”
which is remarkably close to the maxim “Everything happens for a reason,”
which you can buy on T-shirts and bumper stickers today. (Alternatively,
designer and cancer survivor Emily McDowell sells empathy cards reading
“Please let me be the first to punch the next person who tells you everything
happens for a reason.”) Leibniz did grant that sometimes the reasons would be
knowable only by God.

Why would anybody believe not only that we can usually attribute reasons to
things that happen but that every single fact about the universe is associated with
a particular reason? There is an obvious alternative, after all: that some facts
have reasons behind them, but that there are also “brute” facts—things that are
simply true, with no further explanation possible. How are we to judge whether
brute facts are part of the basic ontology of the world?

Whenever we are confronted with questions about belief, we can employ the
technique called abduction, or “inference to the best explanation.” Abduction is
a type of reasoning that can be contrasted with deduction and induction. With
deduction, we start with some axioms whose truth we do not question, and
derive rigorously necessary conclusions from them. With induction, we start
with some examples we know about, and generalize to a wider context—
rigorously, if we have some reason for believing that such a generalization is
always correct, but often we don’t quite have that guarantee. With abduction, by
contrast, we take all of our background knowledge about how the world works,
and perhaps some preference for simple explanations over complex ones
(Occam’s razor), and decide what possible explanation provides the best account
of all the facts we have. In chapters 9 and 10 we will explore this method of
inference more fully under the topic of Bayesian reasoning.

In the case of the Principle of Sufficient Reason (PSR), for simplicity let’s
divide the possibilities into two competing claims: that every fact has a reason
that explains it (the PSR is true), or that some facts do not (the PSR is false). To
each claim we assign some prior credence—the degree of belief we start out
with. Then we gather evidence, by looking at how the world works, and update
our credences appropriately.

The usual strategy of defenders of the Principle of Sufficient Reason is not to
gather evidence but to proclaim that what we have is a “bedrock metaphysical



principle.” That is to say, it’s the kind of thing we can’t even imagine not being
true. Accordingly, they assign a prior credence of unity to every fact having a
reason, and a prior credence of zero to the existence of brute facts. Given that
choice, no evidence is going to have any effect on your credences thereafter; you
will always believe that every fact is associated with a sufficient reason.

Our standards for promoting a commonsensical observation to a
“metaphysical principle” should be very high indeed. As Scottish philosopher
David Hume—who, if anyone, deserves to be called the father of poetic
naturalism, perhaps with his Roman predecessor Lucretius as the grandfather—
pointed out, the Principle of Sufficient Reason doesn’t seem to rise to that level.
Hume noted that conceiving of effects without causes might seem unusual, but it
does not lead to any inherent contradiction or logical impossibility.

When pressed as to why we can’t live without the Principle of Sufficient
Reason, its defenders generally fall back on one of two angles. They may try to
defend it by appealing to some other bedrock metaphysical principle. Leibniz,
for example, had something he called the Principle of the Best, according to
which God always acts in the best possible way, including in the creation of the
world. This is only a persuasive argument if we accept the new principle as truly
inescapable, which is rarely the case for people who were skeptical of the
Principle of Sufficient Reason in the first place.

The other possible angle is to claim that something like the Principle of
Sufficient Reason is inherent in the very act of logical thinking itself, that
rationality is implicitly committed to it. Imagine, for example, that you went to
take a shower one day, only to find that there was an accordion sitting in your
bathtub. It would be hard for you not to think that there must be some reason
why the accordion was there. It probably didn’t just happen. Similarly, so this
line of thought goes, for every fact we notice about the universe: as soon as we
apprehend it, we think there must be a reason behind it.

This isn’t an argument that the Principle of Sufficient Reason is logically
incontrovertible; it only implies that we often act as if something like it were
true. If we’re honest, it’s an empirical, evidence-based argument, not an a priori
one. We’re not used to seeing accordions appear without good reason, as a
matter of empirical fact; but we could certainly imagine a world in which they
did so.

Metaphysical principles are tempting shortcuts but not reliable guides. There
are good reasons why things often seem to happen for reasons—and also reasons
why that’s not a bedrock principle.



It may seem strange to suggest, on the one hand, that we live in a Laplacian
universe where one moment follows directly from the next in accordance with
unbreakable laws of physics, and on the other hand that there are facts that don’t
have any reasons to explain them. Can’t we always give a reason for what
happens, namely “the laws of physics and the prior configuration of the
universe”?

That depends on what we mean by a “reason.” It’s important to first
distinguish between two kinds of “facts” we might want to explain. There are
things that happen—that is, states of the universe (or parts thereof) at specific
moments in time. And then there are features of the universe, such as the laws of
physics themselves. The kinds of reasons that would suffice to explain one have
a different character from the other.

When it comes to “things that happen,” what we mean by a “reason” is
essentially the same as what we mean when we refer to the “cause” of an event.
And yes, we are free to say that events are explained or caused by “the laws of
physics and the prior configuration of the universe.” That’s true even in quantum
mechanics, which is itself sometimes erroneously offered up as an example of
things (like the decay of an atomic nucleus) happening without reasons. If that’s
what one is looking for in a reason, the laws of physics do indeed provide it. Not
as some metaphysical principle but as an observed pattern in our universe.

However, that isn’t really what people have in mind when they’re searching
for reasons. If someone asks “Why did that tragic shooting occur?” or “Why is
the average temperature of the Earth’s atmosphere rising so rapidly?” answering
with “Because of the laws of physics and the prior configuration of the universe”
isn’t going to be satisfying. What we are really after is some identifiable aspect
of the configuration of the universe without which the event in question would
not have occurred.

The laws themselves, as we’ve discussed, make no reference to “reasons” or
“causes.” They are simply patterns that connect what happens at different places
and times. Nevertheless, the concept of a “reason why” something is true is a
very useful one in our daily lives. Any sensible poetic naturalist would judge it
to be a helpful part of an accurate way of talking about a certain part of the
universe. Indeed, we talked that way in the very first paragraph of this chapter.

What we might want to ask is: “What is the reason why it makes sense to talk
about ‘reasons why’?” And there’s a good answer, namely: because of the arrow
of time.

The observable universe around us isn’t just an arbitrary collection of stuff
obeying the laws of physics—it’s stuff that starts out in a very particular kind of
arrangement, and obeys the laws of physics thereafter. By “starts out” we are



referring to conditions near the Big Bang, a moment about 14 billion years ago.
We don’t know whether the Big Bang was the actual beginning of time, but it
was a moment in time beyond which we can’t see any further into the past, so
it’s the beginning of our observable part of the cosmos. The particular kind of
arrangement the universe was in at that time is one with a very low entropy—the
scientific way of measuring disorderliness or randomness of a system. Entropy
used to be very low, and has been growing ever since—which is to say our
observable universe used to be in a specific, orderly arrangement, and has been
becoming more disorderly for 14 billion years.

It’s that tendency for entropy to increase that is responsible for the existence
of time’s arrow. It’s easy to break eggs, and hard to unbreak them; cream and
coffee mix together, but don’t unmix; we were all born young, and gradually
grow older; we remember what happened yesterday, but we don’t remember
what will happen tomorrow. Most of all, what causes an event must precede the
event, not come afterward.

Just as there is no reference to “causes” in the fundamental laws of physics,
there isn’t an arrow of time, either. The laws treat the past and future on an equal
footing. But the usefulness of our everyday language of explanation and
causation is intimately tied to time’s arrow. Without it, those terms wouldn’t be a
useful way of talking about the universe at all.

We’ll see how our convictions that things happen for reasons, and effects
follow causes, are not bedrock principles. They arise because of a contingent
feature of how matter is evolving in our local universe. There is a close
connection between cosmology, on the one hand, and knowledge, on the other.
Understanding our universe helps us perceive why we are so convinced that
things happen for reasons.

The “reasons” and “causes” why things happen, in other words, aren’t
fundamental; they are emergent. We need to dig in to the actual history of the
universe to see why these concepts have emerged.

An obvious place where it’s tempting to look for reasons why is the question of
why various features of the universe take the form that they do. Why was the
entropy low near the Big Bang? Why are there three dimensions of space? Why
is the proton almost 2,000 times heavier than the electron? Why does the
universe exist at all?

These are very different questions from “Why is there an accordion in my
bathtub?” We’re no longer asking about occurrences, so “Because of the laws of
physics and the prior configuration of the universe” isn’t a good answer. Now



we’re trying to figure out why the fundamental fabric of reality is one way rather
than some other way.

The secret here is to accept that such questions may or may not have answers.
We have every right to ask them, but we have no right at all to demand an
answer that will satisfy us. We have to be open to the possibility that they are
brute facts, and that’s just how things are.

These kinds of “Why?” questions don’t exist in a vacuum. They make sense
in some particular kind of context. If we ask “Why is there an accordion in my
bathtub?” and someone answers “Because space is three-dimensional,” we aren’t
going to be happy—even if it’s arguably true that the accordion wouldn’t have
been in there if space were only two-dimensional. We ask the question in the
context of a world where there are things called accordions, which tend to appear
in some places and not others, and that there is something called your bathtub, in
which certain things regularly appear and others do not. Part of that context
might be that you have a roommate who had some friends over last night, and
they had too much to drink, and one of them brought along an accordion, and
she wouldn’t stop playing it, and ultimately the decision was made to hide it
from her. It’s only within that kind of context that we can hope for answers to
such “Why?” questions.

But the universe, and the laws of physics, aren’t embedded in any bigger
context, as far as we know. They might be—we should be open-minded about
the possibility of something outside our physical universe, whether it’s a
nonphysical reality or something more mundane, like an ensemble of universes
that make up a multiverse. In that context we could start asking questions about
what kinds of universes are “natural” or easy to create, and possibly discover an
explanation for the particular features we observe. Alternatively, we could
discover reasons why the laws of physics themselves necessitate that something
we thought was arbitrary (like the masses of the proton and the electron) can
actually be derived from a deeper principle. Then, in a different way, we would
be able to pat ourselves on the back for having explained something.

What we can’t do is demand that the universe scratch our explanatory itches.
Curiosity is a virtue, and it’s good to look for answers to “Why?” questions
whenever we might be able to find them, or when we think that asking such
questions might help us to understand things better. But we should be at peace
with the possibility that, for some questions, the answer doesn’t go any deeper
than “That’s what it is.” We’re not used to that—our intuition assures us that
every event can be explained in terms of some reason why. To understand why
we have that impression, we need to dig more deeply into how our actual
universe has evolved.



6

Our Universe

othing puts human existence into context quite like contemplating the

cosmos. What you might not guess, sitting comfortably in your living

room with a glass of wine and a good book, is that what’s happening in
your immediate neighborhood is dramatically affected by the evolution of the
whole universe. Many of the most important features of our lives here on Earth
—our notion of the passage of time, the existence of causes and effects, our
memories of the past, and freedom to make choices about the future—are
ultimately consequences of conditions near the Big Bang. To get ahold of the big
picture, we need to put ourselves in cosmological context.

It’s hard not to be moved when looking at the night sky. In true darkness, far
away from the all-pervasive lights of human civilization, the inky-black
background comes alive with thousands of stars, a handful of planets, and the
majestic sweep of the Milky Way galaxy stretching from one horizon to the
other. It’s also hard to grasp the true extent of the universe on the basis of what
we see when we look at the sky. There is no sense of scale, no familiar
landmarks by which to judge size and separation. The stars bear a close
resemblance to the planets, even though we now know they are quite different;
they look nothing like the sun, although we now know they are very similar.
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An ancient Hebrew cosmology. (Illustration by George L. Robinson)

It’s not surprising that ancient cosmologists, when theorizing about the
universe, took as its fulcrum the thing they understood the best: themselves.
Cultures scattered throughout history have devised a number of imaginative
cosmological scenarios, and they tended to share a common conviction that our
home, the Earth, was somehow special. Sometimes Earth was at the center of it
all, sometimes it was at the bottom, very often it held particular significance for
whatever force or god was responsible for creation. One way or another, there
was a shared belief that we mattered in the greater scheme of things.



It wasn’t until Giordano Bruno, a sixteenth-century Italian philosopher and
mystic, that anyone suggested that the sun was just one star among many, and
the Earth one of many planets that orbited stars. Bruno was burned at the stake
for heresy in Rome in 1600, his tongue pierced by an iron spike and his jaw
wired shut. His cosmological speculations were probably not the part of his
heresy that the Church found most objectionable, but they didn’t help any.

e o

I

% i

> Edrthtoo |
~small o
* be seen

A modern cosmology: a simulation of the universe on very large scales, featuring billions of galaxies, each
with many billions of stars, many featuring solar systems like our own. (Courtesy of the Millennium
Simulation Project)

Today we understand a great deal about the scale of the universe. Bruno was
on the right track: cosmically speaking, there’s no indication that we matter at
all.
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Our modern picture of our cosmos was painstakingly pieced together through
data collected by astronomers, who frequently brought back results that defied
conventional theoretical wisdom of the time. A century ago, in 1915, Albert



Einstein put the finishing touches on his general theory of relativity, which
conceives of spacetime itself as a dynamic object whose curvature gives rise to
the force we know as gravity. Before that point, it’s safe to say that we knew
next to nothing about what the universe was really like on large scales.
Spacetime was thought to be absolute and eternal, in accordance with Newtonian
mechanics, and astronomers were divided on whether the Milky Way was the
only galaxy in the universe, or merely one of countless many.

Now the basics have been well established. The Milky Way we see stretching
across the dark night sky is a galaxy—a collection of stars orbiting under their
mutual gravitational attraction. It’s hard to count precisely how many, but there
are over 100 billion stars in the Milky Way. It’s not alone; scattered throughout
observable space we find at least 100 billion galaxies, typically with sizes
roughly comparable to that of our own. (By coincidence, the number 100 billion
is also a very rough count of the number of neurons in a human brain.) Recent
studies of relatively nearby stars suggest that most of them have planets of some
sort, and perhaps one in six stars has an “Earth-like” planet orbiting around it.

Perhaps the most notable feature of the distribution of galaxies through space
is that, the farther out we look, the more uniform things become. On the very
largest scales, the universe is extremely smooth and featureless. There is no
center, no top or bottom, no edges, no preferred location at all.

Scatter all that material throughout space, and general relativity says that it’s
not just going to sit there. Galaxies are going to pull on one another, so the
universe must be either expanding from a more dense state, or contracting from a
less dense one. In the 1920s, Edwin Hubble discovered that our universe is
indeed expanding. Given that discovery, we can use our theoretical
understanding to extrapolate backward in time. According to general relativity, if
we keep running the movie of the early universe backward, we come to a
singularity at which the density and expansion rate approach infinity.

That scenario, developed by Belgian priest Georges Lemaitre under the name
“the Primeval Atom” but eventually dubbed “the Big Bang model,” predicts that
the early universe was not only denser but also hotter. So hot and dense that it
would have been glowing like the interior of a star, and all of that radiation
should still suffuse space today, ready for detection in our telescopes. That’s just
what happened in the fateful spring of 1964, when astronomers Arno Penzias
and Robert Wilson at Bell Laboratories detected the cosmic microwave
background radiation, leftover light from the early universe that has cooled off as
space expanded. Today it is just a bit less than 3 degrees above absolute zero; it’s
a cold universe out there.
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When we talk about the “Big Bang model,” we have to be careful to distinguish
that from “the Big Bang” itself. The former is an extraordinarily successful
theory of the evolution of the observable universe; the latter is a hypothetical
moment that we know almost nothing about.

The Big Bang model is simply the idea that approximately 14 billion years
ago the matter in the universe was extremely hot, densely packed, and spread
almost uniformly through space, which was expanding very rapidly. As space
expanded, matter diluted and cooled, and stars and galaxies condensed out of the
smooth plasma under the relentless pull of gravity. Unfortunately, the plasma
was so hot and dense at early times that it was essentially opaque. The cosmic
microwave background reveals what the universe looked like when it first
became transparent, but before that, we cannot directly see.

The Big Bang itself, as predicted by general relativity, is a moment in time,
not a location in space. It would not be an explosion of matter into an empty,
preexisting void; it would be the beginning of the entire universe, with matter
smoothly distributed all throughout space, all at once. It would be the moment
prior to which there were no moments: no space, no time.

It’s also, most likely, not real. The Big Bang is a prediction of general
relativity, but singularities where the density is infinitely big are exactly where
we expect general relativity to break down—they are outside the theory’s
domain of applicability. At the very least, quantum mechanics should become
crucially important under such conditions, and general relativity is a purely
classical theory.

So the Big Bang doesn’t actually mark the beginning of our universe; it marks
the end of our theoretical understanding. We have a very good idea, on the basis
of observational data, what happened soon after the Bang. The microwave
background radiation tells us to a very high degree of precision what things were
like a few hundred thousand years afterward, and the abundance of light
elements tells us what the universe was doing when it was a nuclear fusion
reactor, just a few minutes afterward. But the Bang itself is a mystery. We
shouldn’t think of it as “the singularity at the beginning of time”; it’s a label for a
moment in time that we currently don’t understand.

EUS

Ever since the expansion of the universe was discovered, the question of the
future fate of the universe has preoccupied the minds of cosmologists. Would it
keep expanding forever, or eventually reverse course, contracting down to an
ultimate “Big Crunch”?



A major clue was uncovered just as the twentieth century was ending, when
in 1998 two teams of astronomers announced that the universe wasn’t only
expanding; it was accelerating. If you focused on a particular faraway galaxy
and measured its velocity, then came back a few million or billion years later and
measured it again, you would find that it’s now moving away from you even
faster. (That’s not what the astronomers did, of course; they compared the
velocities of galaxies at different distances.) If this behavior continues forever—
which seems quite plausible—the universe will continue to expand and dilute in
perpetuity.

Normally we’d expect the expansion of the universe to slow down as the
gravitational forces between the galaxies worked to pull them together. The
observed acceleration must be due to something other than matter as we know it.
There is a very obvious, robust candidate for what the culprit might be: vacuum
energy, which Einstein invented and called the cosmological constant. Vacuum
energy is a kind of energy that is inherent in space itself, remaining at a constant
density (amount of energy per cubic centimeter) even as space expands. Due to
the interplay of energy and spacetime in general relativity, vacuum energy never
runs out or fades away; it can keep pushing forever.

We don’t know for sure whether it will keep pushing forever, of course; we
can only extrapolate our theoretical understanding into the future. But it’s
possible, and in some sense would be simplest, for the accelerated expansion to
simply continue without end.

That leads to a somewhat lonely future for our universe. Right now the night
sky is alive with brightly shining stars and galaxies. That can’t last forever; stars
use up their fuel, and will eventually fade to black. Astronomers estimate that
the last dim star will wink out around 1 quadrillion (10'°) years from now. By
then other galaxies will have moved far away, and our local group of galaxies
will be populated by planets, dead stars, and black holes. One by one, those
planets and stars will fall into the black holes, which in turn will join into one
supermassive black hole. Ultimately, as Stephen Hawking taught us, even those
black holes will evaporate. After about 1 googol (101%) years, all of the black
holes in our observable universe will have evaporated into a thin mist of
particles, which will grow more and more dilute as space continues to expand.
The end result of this, our most likely scenario for the future of our universe, is
nothing but cold, empty space, which will last literally forever.

We are small, and the universe is large. It’s hard, upon contemplating the scale of
the cosmos, to think that our existence here on Earth plays an important role in



the purpose or destiny of it all.

That’s just what we see, of course. For all we know, the universe could be
infinitely big; or it could be just a bit larger than what we observe. The
uniformity that characterizes our observable region of space could extend on
indefinitely, or other regions could be extremely different from our own. We
should be modest when making pronouncements about the universe beyond what
we can measure.

One of the most striking features of the universe is the contrast between its
uniformity in space and its dramatic evolution over time. We seem to live in a
universe with a pronounced temporal imbalance: about 14 billion years between
the Big Bang and now, and perhaps an infinite number of years between now
and the eventual future. To the best of our knowledge, there’s a legitimate sense
in which we find ourselves living in a young and vibrant period in the universe’s
history—a history that will mostly be cold, dark, and empty.

Why is that? Maybe there’s a deeper explanation, or maybe that’s just how it
is. The best a modern cosmologist can do is to take these observed features of
the universe as clues to its ultimate nature, and keep trying to put it all into a
more comprehensive picture. A crucial question along the way is, why did the
matter in the universe evolve over billions of years in such a way as to create us?



7

Time’s Arrow

very human being goes through a process of aging over the course of

their life, from a young child to an older adult. The universe, too,

changes as it ages—from the hot, dense Big Bang to its cold, empty
future. These are two different manifestations of time’s arrow, the directionality
of time that distinguishes past from future. What is far from obvious, but
nonetheless true, is that these two processes are intimately related. The reason
why we are all born young and die older; the reason why we can make choices
about what to do next but not about things we’ve already done; the reason why
we remember the past and not the future—all of these can ultimately be traced to
the evolution of the wider universe, and in particular to conditions near its very
beginning, 14 billion years ago at the Big Bang.

Traditionally, people have thought the opposite. It’s been popular to imagine
that the world is teleological—directed toward some future goal. But it’s better
to think of it as ekinological, from the Greek “ekkivnon,” meaning “start” or
“departure.” Everything interesting and complex about the current state of our
universe can be traced directly to conditions near its beginning, the
consequences of which we are living out every day.

This fact about the universe is absolutely crucial to our understanding of the
big picture. We look at the world around us and describe it in terms of causes
and effects, reasons why, purposes and goals. None of those concepts exists as
part of the fundamental furniture of reality at its deepest. They emerge as we
zoom out from the microscopic level to the level of the everyday. To appreciate
why we seem to live in a world of causes and purposes, while nature deep down
is a story of impersonal Laplacian patterns, we need to understand the arrow of
time.



To understand time, it helps to start with space. Here on the surface of the Earth,
you would be forgiven for thinking that there is an intrinsic difference between
the directions “up” and “down,” something deeply embedded into the fabric of
nature. In reality, as far as the laws of physics are concerned, all directions in
space are created equal. If you were an astronaut, floating in your spacesuit
while you performed an extravehicular activity, you wouldn’t notice any
difference between one direction in space and any other. The reason why there’s
a noticeable distinction between up and down for us isn’t because of the nature
of space; it’s because we live in the vicinity of an extremely influential object:
the Earth.

Time works the same way. In our everyday world, time’s arrow is
unmistakable, and you would be forgiven for thinking that there is an intrinsic
difference between past and future. In reality, both directions of time are created
equal. The reason why there’s a noticeable distinction between past and future
isn’t because of the nature of time; it’s because we live in the aftermath of an
extremely influential event: the Big Bang.

Remember Galileo and conservation of momentum: physics becomes simple
when we ignore friction and other bothersome influences, and consider isolated
systems. So let’s think of a pendulum rocking back and forth, and for
convenience let’s imagine that our pendulum is in a sealed vacuum chamber, free
of air resistance. Now someone records a movie of the pendulum rocking, and
shows it to you. You are not very impressed; you’ve seen pendulums before.
Then they reveal the surprise: they were actually playing the movie backward.
You hadn’t noticed because a pendulum rocking backward in time looks exactly
like one rocking forward in time.

That’s a simple example of a very general principle. For every way that a
system can evolve forward in time in accordance with the laws of physics, there
is another allowed evolution that is just “running the system backward in time.”
There is nothing in the underlying laws that says things can evolve in one
direction in time but not the other. Physical motions, to the best of our
understanding, are reversible. Both directions of time are on an equal footing.

That seems reasonable enough for simple systems: pendulums, planets
moving around the sun, hockey pucks gliding on frictionless surfaces. But when
we think about complicated macroscopic systems, everything in our experience
tells us that certain things happen as time moves from past to future, but not in
the other direction. Eggs break and get scrambled but don’t unscramble and
unbreak; perfume disperses into a room but never retreats back into its bottle;
cream mixes into coffee but never spontaneously unmixes. If there is a purported



symmetry between past and future, why do so many everyday processes occur
only forward and never backward?

Even for these complicated processes, it turns out, there is a time-reversed
process that is perfectly compatible with the laws of physics. Eggs could
unbreak, perfume could go back into its bottle, cream and coffee could unmix.
All we have to do is to imagine reversing the trajectory of every single particle
of which our system (and anything it was interacting with) is made. None of
these processes violates the laws of physics—it’s just that they are
extraordinarily unlikely. The real question is not why we never see eggs
unbreaking toward the future; it’s why we see them unbroken in the past.

Our basic understanding of these issues was first put together in the nineteenth
century by a group of scientists who invented a new field called statistical
mechanics. One of their leaders was the Austrian physicist Ludwig Boltzmann.
It was he who took the concept of entropy, which was recognized as a central
idea in the study of thermodynamics and irreversibility, and reconciled it with
the microscopic world of atoms.

Ludwig Boltzmann, master of entropy and
probability, 1844—1906. (Courtesy of Goethe
University of Frankfurt)



Before Boltzmann came along, entropy was understood in terms of the
inefficiency of things like steam engines, which were all the rage at the time.
Anytime you try to burn fuel to do useful work such as pulling a locomotive,
there is always some waste generated in the form of heat. Entropy can be
thought of as a way of measuring that inefficiency; the more waste heat emitted,
the more entropy you’ve created. And no matter what you do, the total entropy
generated is always a positive number: you can make a refrigerator and cool
things down, but only at the cost of expelling even more heat out the back. This
understanding was codified in the second law of thermodynamics: the total
entropy of a closed system never decreases, staying constant or increasing as
time passes.

Boltzmann and his colleagues argued that we could understand entropy as a
feature of how atoms are arranged inside different systems. Rather than thinking
of heat and entropy as distinct kinds of things, obeying their own laws of nature,
we can think of them as properties of systems made of atoms, and derive those
rules from the Newtonian mechanics that applies to everything in the universe.
Heat and entropy, in other words, are convenient ways of talking about atoms.

Boltzmann’s key insight was that, when we look at an egg or a cup of coffee
with cream, we don’t actually see the individual atoms and molecules of which it
is made. What we see are some observable macroscopic features. There are
many possible arrangements of the atoms that give us exactly the same
macroscopic appearance. The observable features provide a coarse-graining of
the precise state of the system.

Given that, Boltzmann suggested that we could identify the entropy of a
system with the number of different states that would be macroscopically
indistinguishable from the state it is actually in. (Technically, it’s the logarithm
of the number of indistinguishable states, but that mathematical detail won’t
concern us.) A low-entropy configuration is one where relatively few states
would look that way, while a high-entropy one corresponds to many possible
states. There are many ways to arrange molecules of cream and coffee so that
they look all mixed together; there are far fewer arrangements where all of the
cream is on the top and all of the coffee on the bottom.

With Boltzmann’s definition in hand, it makes perfect sense that entropy
tends to increase over time. The reason is simple: there are far more states with
high entropy than states with low entropy. If you start in a low-entropy
configuration and simply evolve in almost any direction, your entropy is
extraordinarily likely to increase. When the entropy of a system is as high as it
can get, we say that the system is in equilibrium. In equilibrium, time has no
arrow.
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What Boltzmann successfully explained is why, given the entropy of the
universe today, it’s very likely to be higher-entropy tomorrow. The problem is
that, because the underlying rules of Newtonian mechanics don’t distinguish
between past and future, precisely the same analysis should predict that the
entropy was higher yesterday, as well. Nobody thinks the entropy actually was
higher in the past, so we have to add something to our picture.

The thing we need to add is an assumption about the initial condition of the
observable universe, namely, that it was in a very low-entropy state. Philosopher
David Albert has dubbed this assumption the Past Hypothesis. With that
assumption, and an additional (much weaker) assumption that the initial
conditions weren’t finely tuned to make the entropy decrease even further with
time, everything falls into place. The reason why the entropy was lower
yesterday than it is today is simple: because it was even lower the day before
yesterday. And that’s true because it was even lower the day before that. This
reasoning proceeds stepwise all the way back 14 billion years into the past, right
to the Big Bang. That may or may not have been the absolute beginning of space
and time, but it’s certainly the beginning of the part of the universe we can
observe. The origin of time’s arrow, therefore, is ekinological: it arises from a
special condition in the far past.

Nobody knows exactly why the early universe had such a low entropy. It’s
one of those features of our world that may have a deeper explanation we
haven’t yet found, or may just be a true fact we need to learn to accept.

What we know is that this initially low entropy is responsible for the
“thermodynamic” arrow of time, the one that says entropy was lower toward the
past and higher toward the future. Amazingly, it seems that this property of
entropy is responsible for all of the differences between past and future that we
know about. Memory, aging, cause and effect—all can be traced to the second
law of thermodynamics and in particular to the fact that entropy used to be low
in the past.



8

Memories and Causes

very person’s life is caught in the relentless grip of time. We are born

young, grow older, and die. We experience moments of surprise and

delight, as well as periods of profound sadness. Our memories are
cherished records of the past, and our aspirations help us map our future plans. If
we want to situate our everyday lives as human beings in a natural world
governed by physical laws, one of our first goals must be to understand how the
flow of time relates to our individual lives.

You may be willing to believe that something straightforward and
mechanical, such as increasing entropy, can be responsible for something equally
straightforward and mechanical, such as how cream mixes into coffee. It seems
harder to establish that entropy is responsible for all of our experience of the
flow of time. For one thing, the past and future seem not only like different
directions but also like completely different kinds of things. The past is fixed,
our intuition assures us; it has already happened, while the future is still
unformed and up for grabs. The present moment, the now, is what actually
exists.

And then along came Laplace to tell us differently. Information about the
precise state of the universe is conserved over time; there is no fundamental
difference between the past and the future. Nowhere in the laws of physics are
there labels on different moments of time to indicate “has happened yet” and
“has not happened yet.” Those laws refer equally well to any moment in time,
and they tie all of the moments together in a unique order.

We can highlight three ways that the past and future seem radically different
to us:

e We remember the past, but not the future.
e Causes precede their effects.
e We can make choices that affect the future, but not the past.



All of these features of how time works can ultimately be reconciled with the
fact that the universe runs according to time-symmetric laws by the additional
fact that the past had a lower entropy than the future. Let’s look at the first two
now, postponing for the moment the contentious issues of choice and free will.
We will get there (I predict).

Al

There are few more important manifestations of time’s arrow than the
phenomenon of memory. We have impressions in our minds—not always
perfectly accurate, but often quite good—of events that have happened in the
past. We do not, most of us agree, possess analogous impressions of the future.
The future may be predicted, but it cannot be remembered. This imbalance
accords quite well with our intuitive feeling that the past and the future have
very different ontological statuses; one has happened, the other hasn’t.

From the Laplacian point of view, where information is present in each
moment and conserved through time, a memory isn’t some kind of direct access
to events in the past. It must be a feature of the present state, since the present
state is all we presently have. And yet there is an epistemic asymmetry, an
imbalance of knowledge, between past and future. That asymmetry is a
consequence of the low entropy of the early universe.

Think of walking down the street and noticing a broken egg lying on the
sidewalk. Ask yourself what the future of that egg might have in store, in
comparison with its recent past. In the future, the egg might wash away in a
storm, or a dog might come by and lap it up, or it might just fester for a few
more days. Many possibilities are open. In the past, however, the basic picture is
much more constrained: it seems exceedingly likely that the egg used to be
unbroken, and was dropped or thrown to this location.

We don’t actually have any direct access to the past of the egg, any more than
we do its future. But we think we know more about where it came from than
where it might be going. Ultimately, even if we don’t realize it, the source of our
confidence is the fact that entropy was lower in the past. We are very used to
unbroken eggs breaking; that’s the natural way of things. In principle, the set of
things that could befall the egg in the future is precisely the same size as the set
of ways it could have arrived in its present condition, as a consequence of
conservation of information. But we use the Past Hypothesis to rule out most of
those possibilities about the past.
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The Past Hypothesis of a low-entropy beginning breaks the symmetry between the past, on the left, and
future, on the right.

The story of the egg is a paradigm for every kind of “memory” we might
have. It’s not just literal memories in our brain; any records that we may have of
past events, from photographs to history books, work on the same principle. All
of these records, including the state of certain neuronal connections in our brain
that we classify as a memory, are features of the current state of the universe.
The current state, by itself, constrains the past and future equally. But the current
state plus the hypothesis of a low-entropy past gives us enormous leverage over
the actual history of the universe. It’s that leverage that lets us believe (often
correctly) that our memories are reliable guides to what actually happened.

Back in chapter 4 we highlighted how Laplace’s conservation of information
undermines the central role that Aristotle placed on causality. Concepts like
“cause” appear nowhere in Newton’s equations, nor in our more modern
formulations of the laws of nature. But we can’t deny that the idea of one event
being caused by another is very natural, and seemingly a good fit to how we
experience the world. This apparent mismatch can be traced back to entropy and
the arrow of time.

It might seem strange to describe the world as operating according to
unbreakable physical laws, and then turn around and deny causality a central
role. After all, if the laws of physics predict what will happen at the next
moment from what the situation is now, doesn’t that count as “cause and effect”?



And if we don’t think that every effect has a cause, aren’t we unleashing chaos
on the world, and saying that basically anything can happen?

The strangeness evaporates once we appreciate the substantial difference
between the kind of relationship of the past to the future that we get from the
laws of physics, and the kind we usually think of as cause and effect. The laws
of physics take the form of rigid patterns: if the ball is at a certain position and
has a certain velocity at a certain time, the laws will tell you what the position
and velocity will be a moment later, and what they were a moment before.

When we think about cause and effect, by contrast, we single out certain
events as uniquely responsible for events that come afterward, as “making them
happen.” That’s not quite how the laws of physics work; events simply are
arranged in a certain order, with no special responsibility attributed to one over
any of the others. We can’t pick out one moment, or a particular aspect of any
one moment, and identify it as “the cause.” Different moments in time in the
history of the universe follow each other, according to some pattern, but no one
moment causes any other.

Understanding this feature of how nature works has led some philosophers to
advocate that we eliminate cause and effect entirely. As Bertrand Russell once
memorably put it:

The law of causality, I believe, like much that passes muster among
philosophers, is a relic of a bygone age, surviving, like the monarchy,
only because it is erroneously supposed to do no harm.

It’s an understandable reaction, but perhaps a bit too extreme. After all, it
would be hard to get through the day without appealing to causes at all.
Certainly when we speak of the actions taken by human beings, we like to assign
credit or blame to them; that won’t work if we can’t even say that their actions
caused any particular outcome. Causality provides a very useful way of talking
in our everyday lives.

As with memory, the emergence of everyday causality from the underlying
rigid pattern of the laws of physics can be traced to the arrow of time. Think of
an example very much like that of the broken egg: a glass of wine spilled on the
carpet. There are many future and past histories of the atoms that make up the
wine and the glass that are compatible with what we can see about its current
state. Now let’s add a “mini Past Hypothesis”: that five minutes ago the glass of
wine was sitting on the table, not moving.



That hypothesis breaks the symmetry between past and future, and constrains
the possible histories of the wineglass over the course of the last five minutes.
But notice a crucial feature about this constraint: we know that the evolution of
the glass of wine was not what it would have been had it simply been left alone,
undisturbed. In that case, with overwhelming probability, the glass would simply
have stayed there. Glasses of wine don’t hop right off the table and onto the floor
of their own accord.

Therefore, we can say with confidence that something must have disturbed
the glass of wine—a stray elbow, or someone trying to fit a cheese plate onto an
already-crowded table. With the information we have we can’t say precisely
what it was, but we know that something intervened to alter how the wineglass
would have behaved had it been left untouched. That something, whatever it
was, we justifiably label the “cause” of the glass falling.

All of which sounds innocent enough, but what is really going on here? There’s
certainly a sense in which the current state of the wineglass can be attributed to
“the prior state of the entire universe, plus the laws of physics.” Anything that
happens can be explained in that way. But we also have access to a more useful
way of characterizing the situation, which relies crucially on the context in
which we are speaking. In this case, it relies on the fact that we know something
about wineglasses and their environments, and this particular situation
specifically. Left to their own devices, glasses of wine that are sitting peacefully
on tables tend to continue doing so. If our glass of wine had been floating in zero
gravity on the International Space Station, our analysis would have been quite
different.

Understanding context becomes important because our invocation of
causality relies on comparing what actually happened to what could have
happened, in a different hypothetical world. Philosophers refer to this as modal
reasoning—thinking not only about what does happen but about what could
happen in possible worlds.

One master of modal reasoning was David Lewis, one of the most influential
twentieth-century philosophers whom non-philosophers have never heard of.
Lewis suggested that we could make sense of statements like “A causes B” by
thinking of different possible worlds: in particular, worlds that were essentially
the same except for whether the event A actually occurred. Then, if we see that
B occurs in all the worlds where A occurred, and B does not occur when A does
not occur, it’s safe to say “A causes B.” If the wineglass falls and breaks when



Sally swings her elbow around, but stays on the table in a closely related world
in which she does not, then Sally’s elbow swinging caused the glass to fall.

There is one worry about this kind of account. Why can we say that A causes
B, rather than B causes A? Why don’t we think that the reason why Sally swung
her elbow is because the glass was going to be knocked off the table?

The answer has to do with the leverage that different events have on one
another. When we’re thinking about memories or records, the idea is that the
later event (say, a photograph of you at your senior prom) absolutely implies the
existence of the former event (you at your senior prom). But not vice versa; we
could imagine you going to the prom and avoiding having your photograph
taken. Causes are the other way around. Given the wineglass on the ground, we
can imagine things other than a stray elbow that could have knocked it down, but
given the location of the glass to start, the swinging elbow absolutely implies
that the glass will topple. When a later event has great leverage over an earlier
one, we call the latter a “record” of the former; when the earlier event has great
leverage over a later one, we call the latter a “cause” of the former.

“Memories” and “causes” aren’t pieces of our fundamental ontology
describing our world that we discover through careful research. They are
concepts that we invent in order to provide useful descriptions of the
macroscopic world. The arrow of time plays a crucial role in how those contexts
relate to the underlying time-symmetric laws of physics. And the origin of that
arrow is that we know something specific and informative about the past (it had
a low entropy), but there is no corresponding statement we can make about the
future. Our progress through time is pushed from behind, not pulled from ahead.
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Learning about the World

eighteenth century. Serving mostly as clergyman to his local parish, he

published two works in his lifetime. One defended Newton’s theory of
calculus, back when it still needed defending, and the other argued that God’s
foremost aim is the happiness of his creatures.

In his later years, however, Bayes became interested in the theory of
probability. His notes on the subject were published posthumously, and have
subsequently become enormously influential—a Google search on the word
“Bayesian” returns more than 11 million hits. Among other people, he inspired
Pierre-Simon Laplace, who developed a more complete formulation of the rules
of probability. Bayes was an English Nonconformist Presbyterian minister, and
Laplace was a French atheist mathematician, providing evidence that intellectual
fascination crosses many boundaries.

The question being addressed by Bayes and his subsequent followers is
simple to state, yet forbidding in its scope: How well do we know what we think
we know? If we want to tackle big-picture questions about the ultimate nature of
reality and our place within it, it will be helpful to think about the best way of
moving toward reliability in our understanding.

Even to ask such a question is to admit that our knowledge, at least in part, is
not perfectly reliable. This admission is the first step on the road to wisdom. The
second step on that road is to understand that, while nothing is perfectly reliable,
our beliefs aren’t all equally unreliable either. Some are more solid than others.
A nice way of keeping track of our various degrees of belief, and updating them
when new information comes our way, was the contribution for which Bayes is
remembered today.

Among the small but passionate community of probability-theory
aficionados, fierce debates rage over What Probability Really Is. In one camp are
the frequentists, who think that “probability” is just shorthand for “how

N ot much is known about Rev. Thomas Bayes, who lived during the



frequently something would happen in an infinite number of trials.” If you say
that a flipped coin has a 50 percent chance of coming up heads, a frequentist will
explain that what you really mean is that an infinite number of coin flips will
give equal numbers of head and tails.

In another camp are the Bayesians, for whom probabilities are simply
expressions of your states of belief in cases of ignorance or uncertainty. For a
Bayesian, saying there is a 50 percent chance of the coin coming up heads is
merely to state that you have zero reason to favor one outcome over another. If
you were offered to bet on the outcome of the coin flip, you would be indifferent
to choosing heads or tails. The Bayesian will then helpfully explain that this is
the only thing you could possibly mean by such a statement, since we never
observe infinite numbers of trials, and we often speak about probabilities for
things that happen only once, like elections or sporting events. The frequentist
would then object that the Bayesian is introducing an unnecessary element of
subjectivity and personal ignorance into what should be an objective
conversation about how the world behaves, and they would be off.

Our job here isn’t to decide anything profound about the nature of probability.
We’re interested in beliefs: things that people think are true, or at least likely to
be true. The word “belief” is sometimes used as a synonym for “thinking
something is true without sufficient evidence,” a concept that drives nonreligious
people crazy and causes them to reject the word entirely. We’re going to use the
word to mean anything we think is true regardless of whether we have a good
reason for it; it’s perfectly okay to say “I believe that two plus two equals four.”

Often—in fact all the time, if we’re being careful—we don’t hold our beliefs
with 100 percent conviction. I believe the sun will rise in the east tomorrow, but
I’m not absolutely certain of it. The Earth could be hit by a speeding black hole
and completely destroyed. What we actually have are degrees of belief, which
professional statisticians refer to as credences. If you think there’s a 1 in 4
chance it will rain tomorrow, your credence that it will rain is 25 percent. Every
single belief we have has some credence attached to it, even it we don’t
articulate it explicitly. Sometimes credences are just like probabilities, as when
we say we have a credence of 50 percent that a fair coin will end up heads. Other
times they simply reflect a lack of complete knowledge on our part. If a friend
tells you that they really tried to call on your birthday but they were stuck
somewhere with no phone service, there’s really no probability involved; it’s true
or it isn’t. But you don’t know which is the case, so the best you can do is assign
some credence to each possibility.



Bayes’s main idea, now known simply as Bayes’s Theorem, is a way to think
about credences. It allows us to answer the following question. Imagine that we
have certain credences assigned to different beliefs. Then we gather some
information, and learn something new. How does that new information change
the credences we have assigned? That’s the question we need to be asking
ourselves over and over, as we learn new things about the world.

Say you’re playing poker with a friend. The game is five-card draw, so you each
start with five cards, then choose to discard and replace a certain number of
them. You can’t see their cards, so to begin, you have no idea what they have,
other than knowing they don’t have any of the specific cards in your own hand.
You’re not completely ignorant, however; you have some idea that some hands
are more likely than others. A starting hand of one pair, or no pairs at all, is
relatively likely; getting dealt a flush (five cards of the same suit) right off the
bat is quite rare. Running the numbers, a random five-card hand will be
“nothing” about 50 percent of the time, one pair about 42 percent of the time,
and a flush less than 0.2 percent of the time, not to mention the other
possibilities. These starting chances are known as your prior credences. They are
the credences you have in mind to start, prior to learning anything new.

But then something happens: your friend discards a certain number of cards,
and draws an equal number of replacements. That’s new information, and you
can use it to update your credences. Let’s say they choose to draw just one card.
What does that tell us about their hand?

It’s unlikely that they have one pair; if they had, they probably would have
drawn three cards, maximizing the chance that they would improve to three or
four of a kind. Likewise, if they had three of a kind to start, they probably would
have drawn two cards. But drawing one card fits very well with the idea that
they have two pair or four of a kind, in which case they would want to hold on to
all four of the relevant cards. It’s also somewhat consistent with them having
either four cards of the same suit (hoping to draw to a flush) or four cards in a
row (hoping to complete a straight). These likely behaviors, sensibly enough, are
called the likelihoods of the problem. By combining the prior credences with the
likelihoods, we arrive at updated credences for what their starting hand was.
(Figuring out what their hand probably is after the drawing is complete requires
a bit more work, but nothing a good poker player can’t handle.) Those updated
chances are naturally known as the posterior credences.

Bayes’s Theorem can be thought of as a quantitative version of the method of
inference we previously called “abduction.” (Abduction places emphasis on



finding the “best explanation,” rather than just fitting the data, but
methodologically the ideas are quite similar.) It’s the basis of all science and
other forms of empirical reasoning. It suggests a universal scheme for thinking
about our degrees of belief: start with some prior credences, then update them
when new information comes in, based on the likelihood of that information
being compatible with each original possibility.

The interesting thing about Bayesian reasoning is the emphasis on those prior
credences. In the case of poker hands it’s not such a challenging idea; the priors
come directly from the chances of being dealt different cards. But the concept
enjoys a much wider range of applicability.

You’re having coffee with a friend one afternoon, and they make one of the
following three statements:

e “I saw a man bicycling by my house this morning.”
e “I saw a man riding a horse by my house this morning.”
e “I saw a headless man riding a horse by my house this morning.”

In each of these three cases, you’re given essentially the same kind of
evidence: a statement uttered by your friend in a matter-of-fact tone. But the
credence, or degree of belief, you would subsequently assign to each possibility
is utterly different in the three cases. If you live in a city or the suburbs, you are
much more likely to believe that your friend saw a bicyclist than a man on
horseback—unless, perhaps, police officers in your neighborhood frequently ride
horses, or there is a traveling rodeo in town. Whereas if you live out in the
country where horses are frequent and the roads aren’t paved, it might be easier
to accept the horse than the bicycle. In either case, you’re going to be much
more skeptical that anyone was riding anything while lacking a head.

What’s happening is simply that you have priors. Depending on where you
live, the prior credence you would assign to seeing bicyclists or horseback riders
will be different, and no matter what, your prior for riders having heads is much
higher than your prior for riders lacking them. And that’s perfectly okay. In fact,
any Bayesian will tell you, there’s no way around it. Every time we reason about
the probable truth of different claims, our answers are a combination of the prior
credence we assign to that claim and the likelihood of various bits of new
information coming to us if that claim were true.

Scientists are often in the position of judging dramatic-sounding claims. In
2012, physicists at the Large Hadron Collider announced the discovery of a new



particle, most likely the long-sought-after Higgs boson. Scientists around the
world were immediately ready to accept the claim, in part because they had good
theoretical reasons for expecting the Higgs to be found exactly where it was;
their prior was relatively high. In contrast, in 2011 a group of physicists
announced that they had measured neutrinos that were apparently moving faster
than the speed of light. The reaction in that case was one of universal skepticism.
This was not a judgment against the abilities of the experimenters; it simply
reflected the fact that the prior credence assigned by most physicists to any
particle moving faster than light was extremely low. And, indeed, a few months
later the original team announced that their measurement had been in error.

There is an old joke about an experimental result being “confirmed by
theory,” in contrast to the conventional view that theories are confirmed or ruled
out by experiments. There is a kernel of Bayesian truth to the witticism: a
startling claim is more likely to be believed if there is a compelling theoretical
explanation ready to hand. The existence of such an explanation increases the
prior credence we would assign to the claim in the first place.
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Updating Our Knowledge

nce we admit that we all start out with a rich set of prior credences, the

crucial step is to update those credences when new information comes

in. To do that, we need to describe Bayes’s Theorem in more precise
terms.

Let’s return to our friendly poker game. We know what cards we have, but we
don’t know our opponent’s cards. This puts us in a situation where there are
various different “propositions” (assertions that something is true), and we have
a comprehensive list of all the possible propositions. In this case, the
propositions correspond to all the various cards our opponent could start with in
a poker hand (nothing; a pair; something better than a pair). In other cases they
could be the possible interpretations of an outlandish claim a friend makes
(they’re correct; they’re sincere but misguided; they’re lying), or a set of
competing ontologies (naturalism; supernaturalism; something more exotic).

To every proposition we consider, we assign a prior credence. To help
visualize things, we can represent our credences by dividing some grains of sand
among a collection of jars. Each jar stands for a different proposition, and the
number of grains of sand in each jar is proportional to the credence assigned to
that proposition. The credence for proposition X is just the fraction, out of the
grains in all the jars, that are in the jar labeled X:

T Grains in jar X

Grains in all jars

Call this the grains-of-sand rule.

Bayes’s Theorem tells us how to update those credences when we get some
new information. Let’s say we get information in the form of some new data,
such as the number of cards our opponent draws. Then for each jar, we remove a
fraction of the sand corresponding to the likelihood that we would not have
obtained that data if the corresponding proposition were correct. If we think our



opponent would draw precisely one card only 10 percent of the time if they had
a pair, we remove nine-tenths of the grains of sand from the jar labeled “pair”
when we see them draw a single card. Then we do the analogous thing for all the
other jars. At the end, our grains-of-sand rule is once again true: the credence of
proposition X is the number of grains of sand in jar X divided by the total
number in all the jars.

What this procedure does is to re-weight the prior credences by the
likelihoods, in order to obtain posterior credences. We might start with a
situation where several jars have approximately the same amount of sand,
corresponding to equal credences. But then we obtain some new information,
which would be likely under some propositions and unlikely under some other
ones. We remove just a little sand from the jars where the information was likely,
and a lot of sand from those where the information was unlikely. We’re left with
a relatively greater amount of sand in the more-likely jars, corresponding to
greater posterior credence for those propositions. Of course, if our prior credence
in one proposition was incredibly large compared to that for its competitors, we
would have to remove a very large amount of sand (collect data that was very
unlikely under that proposition) for that credence to become small. When priors
are very large or very small, the data has to be very surprising in order to shift
our credences.

Consider a different scenario: you’re a high school student, you have a crush on
someone, and you want to ask them to the prom. The question is, will they say
yes, or no? So there are two different propositions: “Yes” (they will go to the
prom with you) and “No” (they won’t), and for each we have a prior credence.
Let’s be optimistic and assign credence 0.6 to Yes, and 0.4 to No. (Clearly the
total credences must always add up to 1.) We set up two jars of sand, in which
we place 60 grains in the Yes jar and 40 grains in the No jar. The total number of
grains doesn’t matter, only the relative proportion.

Our next step is to collect new information and update our priors by using
likelihoods. You’re standing at your locker, and you see your crush walking
down the hall. Will they say hi, or just walk right by you? That depends on how
they think about you—they’re more likely to stop and say hi if they’re also
inclined to go with you to the prom than if they’re not so inclined. Using your
keen knowledge of human interaction, under proposition Yes they will stop and
say hi 75 percent of the time, and walk right by 25 percent (maybe they were just
distracted). But under proposition No, the odds aren’t as good: 30 percent of the
time they’ll say hi, and 70 percent they’ll walk right by. Those are your



likelihoods for various information to be gathered under the different
propositions. Time to collect some data and update your credences!

Yes No
Prior: 60 grains : s s 40 grains
= 60% of total <222 : = 40% of total
Update: Remove 25% |- = ; ' ‘ ' Remove 70%
=15 grains : Lesens i1, = 28 grains
Final: 45 grains - et ‘ | ' 12 grains
=79% of total | _ = 21% of total

Let’s say that your crush does, to your delight, stop and say hi. How does that
affect the chances that they would accept an invitation to the prom? Reverend
Bayes tells us to remove 25 percent of the sand from the Yes jar, and 70 percent
of the sand from the No jar (corresponding in each case to the fraction of the
time the observed outcome would not have happened). We’re left with 60 x 0.75
= 45 grains in the Yes jar, and 40 x 0.30 = 12 grains in the No jar. According to
the grains-of-sand rule stated earlier, the updated credence of Yes is the number
of grains in the Yes jar (45) divided by the total number in both jars (45 + 12 =
57). That gives 0.79.

Not bad! The credence that they will say yes if we ask them to the prom has
risen from 60 percent, our prior, all the way up to a posterior credence of 79



percent, just because they stopped by to say hi. I think it’s time to start shopping
for formalwear.

Don'’t let the crunch of numerical detail obscure the main message. In the
Bayesian philosophy, to every proposition that may or may not be true about the
world, we assign a prior credence. Each such proposition also comes with a
collection of likelihoods: the chances that various other things would be true if
that proposition were true. Every time we observe new information, we update
our degrees of belief by multiplying our original credences by the relevant
likelihood of making that observation under each of the propositions.
Symbolically,

Credence in proposition X o Likelihood of observation D > Prior credence
given observation D given proposition X in proposition X

That’s Bayes’s Theorem in a nutshell. The symbol “CC” means “is
proportional to.” It’s just a reminder that we should make sure all of our
credences add up to 1 at the end of the day.

It feels natural to assign numerical credences in certain cases, like poker hands
or flips of a coin, where we can simply count all the possibilities. We’re also
familiar with using probability-talk when referring to future events: “There is
less than a 1 percent chance that the oncoming asteroid will impact the Earth and
cause a mass extinction.”

The Bayesian approach is much more general than this, however. It reminds
us that we assign prior credences, and update them appropriately, to every
factual proposition that may or may not be true about the world. Does God
exist? Can our inner conscious experiences be explained in purely physical
terms? Are there objective standards of right and wrong? All of the possible
answers to such questions are propositions for which each of us has a prior
credence (whether we admit it or not), and which we update when relevant new
information comes in (whether we do so correctly or not).

Bayes’s Theorem allows us to be quantitative about our degrees of belief, but
it also helps us keep in mind how belief works at all. Thinking about credences
in this way provides a number of useful lessons.

Prior beliefs matter. When we’re trying to understand what is true about the
world, everyone enters the game with some initial feeling about what
propositions are plausible, and what ones seem relatively unlikely. This isn’t an
annoying mistake that we should work to correct; it’s an absolutely necessary
part of reasoning in conditions of incomplete information. And when it comes to



understanding the fundamental architecture of reality, none of us has complete
information.

Prior credences are a starting point for further analysis, and it’s hard to say
that any particular priors are “correct” or “incorrect.” There are, needless to say,
some useful rules of thumb. Perhaps the most obvious is that simple theories
should be given larger priors than complicated ones. That doesn’t mean that
simpler theories are always correct; but if a simple theory is wrong, we will learn
that by collecting data. As Albert Einstein put it: “The supreme goal of all theory
is to make the irreducible basic elements as simple and as few as possible
without having to surrender the adequate representation of a single datum of
experience.”

Simplicity is sometimes easy to gauge; sometimes it is less so. Consider three
competing theories. One says that the motion of planets and moons in the solar
system is governed, at least to a pretty good approximation, by Isaac Newton’s
theories of gravity and motion. Another says that Newtonian physics doesn’t
apply at all, and that instead every celestial body has an angel assigned to it, and
these angels guide the planets and moons in their motions through space, along
paths that just coincidentally match those that Newton would have predicted.

Most of us would probably think that the first theory is simpler than the
second—you get the same predictions out, without needing to invoke vaguely
defined angelic entities. But the third theory is that Newtonian gravity is
responsible for the motions of everything in the solar system except for the
moon, which is guided by an angel, and that angel simply chooses to follow the
trajectory that would have been predicted by Newton. It is fairly uncontroversial
to say that, whatever your opinion about the first two theories, the third theory is
certainly less simple than either of them. It involves all of the machinery of both,
without any discernible difference in empirical predictions. We are therefore
justified in assigning it a very low prior credence. (This example seems
frivolous, but analogous moves become common when we start talking about the
progress of biological evolution or the nature of consciousness.)

Some people don’t like the Bayesian emphasis on priors, because they seem
subjective rather than objective. And that’s right—they are. It can’t be helped;
we have to start somewhere. On the other hand, ideally the likelihoods of
making certain observations can be objectively determined. If you have a certain
theory about the world, and that theory is precise and well-defined, you can say
with confidence what the chances are of observing various bits of data under the
assumption that your theory is correct. In realistic circumstances, of course, we
are often stuck trying to evaluate theories that aren’t so rigorously defined in the
first place. (“Consciousness transcends the physical” is a legitimate proposition,



but it’s not sufficiently precise to make quantitative predictions.) Nevertheless,
it’s our job to try to make our propositions as well-defined as possible, to the
point where we can use them to objectively establish the likelihoods of different
observations.

Everyone’s entitled to their own priors, but not to their own likelihoods.

Evidence should move us toward consensus. You might worry that having
subjective priors could make it hard for some people to ever reach agreement. If
I assign a prior credence of 0.000001 to an idea like “God created the universe,”
and you assign a prior credence of 0.999999 to the same proposition, it would
require some serious updating on the basis of observations before one of us
changed our view.

In practice, that’s a real problem. People have certain views that they’re just
never going to change, which in Bayesian language corresponds to priors set to 0
or 1. That’s too bad, and something we need to learn to deal with in the real
world.

But in principle, if we are all trying to be fair and open-minded and willing to
change our beliefs in the face of new information, evidence will win out in the
end. You can assign a very high prior credence to some idea, but if that idea
predicts that certain outcomes happen only 1 percent of the time, and those
outcomes keep happening, an honest Bayesian updating will eventually lead you
to assign a very low posterior credence. You might assign a high prior credence
to “Drinking coffee will give me the ability to accurately predict the future.”
Then you drink some coffee, make predictions, find that your predictions didn’t
come true, and update appropriately. If you do that enough, the data will wipe
out your original prior. That’s called “changing your mind,” and it’s a good
thing. Furthermore, since the likelihoods are meant to be objective, gathering
more and more data nudges everyone in the direction of the same set of ultimate
beliefs about the world.

That’s how it’s supposed to work anyway. It’s up to each of us to honestly
carry out the process in good faith.

Evidence that favors one alternative automatically disfavors others.
Imagine we are comparing two propositions, X and Y, and we observe an
outcome that has a 90 percent chance of happening under X and a 99 percent
chance of happening under Y. According to Bayes’s Theorem, after collecting
that information, the credence we assign to X will go down.

That can seem counterintuitive. After all, if X were true, we would have a 90
percent chance of obtaining that outcome—how can observing it count as
evidence against this theory? The answer is just that it’s even more likely under
the other theory. The shift in credences might not be large, but it will always be



there. As a result, the fact that you can come up with an explanation for some
event within some theory doesn’t mean that event doesn’t lower the credence
you have for the theory. The converse is also true: if some observation would
have favored one theory, but we obtained the opposite of that observation, that
result necessarily decreases our credence for the theory.

Consider two theories: theism (God exists) and atheism (God doesn’t exist).
And imagine we lived in a world where the religious texts from different
societies across the globe and throughout history were all perfectly compatible
with one another—they all told essentially the same stories and promulgated
consistent doctrine, even though there was no way for the authors of those texts
to have ever communicated.

Everyone would, sensibly, count that as evidence in favor of theism. You
could cook up some convoluted explanation for the widespread consistency even
under atheism: maybe there is a universal drive toward telling certain kinds of
stories, implanted in us by our evolutionary history. But we can’t deny that
theism provides a more straightforward explanation: God spread his word to
many different sets of people.

If that’s true, it follows as a matter of inescapable logic that the absence of
consistency across sacred texts counts as evidence against theism. If data D
would increase our credence in theory X, then not-D necessarily decreases it. It
might not be hard to explain such inconsistency, even if theism is true: maybe
God plays favorites, or not everyone was listening very carefully. That is part of
estimating our likelihoods, but it doesn’t change the qualitative result. In an
honest accounting, the credence we assign to a theory should go down every
time we make observations that are more probable in competing theories. The
shift might be small, but it is there.

All evidence matters. It’s not hard to pretend we’re being good Bayesians
while we’re actually cooking the books by looking at some evidence but not all
of it.

Let’s say a friend tells you that they believe in the Loch Ness Monster. There
are pictures, they say, and they provide good evidence. Surely, you must admit,
the likelihood of such pictures being taken is larger under the theory that Nessie
is real than under the theory that she isn’t.

True, but that’s far from the whole story. First, your prior for a monster living
in a remote Scottish lake should be pretty small. Even then, if the evidence were
sufficiently compelling, you should change your mind. But a few grainy pictures
aren’t all the evidence. We should also take into account all of the searches in the
loch that tried to find a monster and came up empty. Not to mention the evidence
that the original famous photograph of Nessie was eventually admitted to be a



hoax. We can’t pick and choose which evidence we want to consider; everything
relevant should be brought to bear.

Bayes’s Theorem is one of those insights that can change the way we go
through life. Each of us comes equipped with a rich variety of beliefs, for or
against all sorts of propositions. Bayes teaches us (1) never to assign perfect
certainty to any such belief; (2) always to be prepared to update our credences
when new evidence comes along; and (3) how exactly such evidence alters the
credences we assign. It’s a road map for coming closer and closer to the truth.
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Is It Okay to Doubt Everything?

udwig Wittgenstein, one of the greatest philosophers of the twentieth

century, began his doctoral studies at Cambridge as a student of Bertrand

Russell, a massively influential thinker in his own right. Russell liked to
tell the story of how a young Wittgenstein would deny that anything empirical—
an assertion about the real world, rather than a logical provable statement—was
truly knowable. In his relatively small quarters at Cambridge, Russell challenged
Wittgenstein to admit that there was not a rhinoceros in the room. Wittgenstein
refused. “My German engineer, I think, is a fool,” Russell wrote in a letter,
though he later changed his mind. (Wittgenstein was Austrian, not German, and
certainly no fool.)

It’s an old parlor game among philosophers, seeing who can be the best at
doubting seemingly obvious truths about the world. Skepticism, in the sense of
doubting anything, was a popular school of thought in ancient Greece. The
champions were the Pyrrhonists, followers of Pyrrho of Elis, who insisted that
we couldn’t even be sure about the fact that we can never be sure about
anything.

A more recent contestant in the game was the seventeenth-century thinker
René Descartes. He was not only a philosopher but also a mathematician and
scientist, laying the foundations for analytic geometry and contributing to early
work in mechanics and optics. If you have ever drawn x and y axes on a piece of
graph paper, your life has been affected by René Descartes; he invented that little
trick, which we now call “Cartesian coordinates.” In his philosophizing,
Descartes was very influenced by the practice of mathematics. In particular, he
was enchanted by the fact that in math we can prove statements beyond any
doubt—at least, once we accept the relevant postulates.



.
René Descartes, philosopher, mathematician, and
doubter of many things other than his own existence,
1596-1650. (Painting after Frans Hals)

In 1641, Descartes published his celebrated Meditations on First Philosophy.
To this day it is one of the books most likely to be assigned to college students
taking their first philosophy course. In Meditations, Descartes attempts to be as
skeptical as possible about our knowledge of the world. You might think, for
example, that you are sitting on a chair, and that the existence of that chair is
beyond dispute. But is it really? After all, you’ve undoubtedly been quite sure
about this or that belief in the past, and turned out to be wrong. When we are
dreaming or hallucinating, there’s no question that we are “experiencing” things
that aren’t actually happening. It’s possible, Descartes suggests, that we are
dreaming even now, or that our senses are being tricked by an evil demon, one
who (for whatever inscrutable demonic reason) wants us to believe in a chair
that doesn’t really exist.

But not to lose hope. Descartes concludes that there is one belief about which
skepticism is impossible: his own existence. Sure, he reasons, we can doubt the
existence of the sky and the Earth—our senses could be fooled. But he can’t be
skeptical about himself; if he didn’t exist, who was it who was being skeptical?
Descartes summarized this view in his famous cogito ergo sum: I think, therefore
I am. (He first wrote that Latin phrase in the later work Principles of Philosophy,



but the French formulation je pense, donc je suis appears in the earlier Discourse
on Method, aimed at a broader audience.)

It would be an unsatisfying, solipsistic existence if each person could be
convinced only that they themselves existed, and had to reserve judgment about
everyone else. Descartes wants to build a foundation for justified belief about the
whole world, not just himself. But he’s not allowed to appeal to anything he sees
or experiences—after all, even if he himself exists, that evil demon could still be
tricking him when it comes to the evidence of his senses.

So as Descartes’s meditations continue, he realizes that he can salvage the
reality of the world without ever leaving the comfort of his armchair. Not only
do I think, he says to himself, but I can hold in my mind an idea of perfection—a
clear and distinct idea, as a matter of fact. This idea, as well as my own
existence, must have some cause, and the only possible cause is God. Indeed,
God is himself perfect, and the property of “existing” is a necessary aspect of
perfection—it is more perfect to exist than to not exist. Therefore, God exists.

And then we are off to the races. If we are confident not only in our own
existence but also in God’s, then we can be confident in much more than that.
After all, God is perfect, and a perfect being wouldn’t allow me to be utterly
deceived in everything I see and hear. God can overrule any tricky demons that
might be trying to mislead me. So the evidence of my senses, and the objective
reality of the world, can largely be trusted. Now we can start doing science,
secure in the knowledge that we are discovering truths about the universe.

Descartes was a Catholic, and thought of himself as defending his religious
beliefs against the nagging doubts of skepticism. Not everyone else saw it that
way. His proofs for the existence of God were perceived as bloodless and
philosophical, divorced from the intense spiritual experience of lived faith. He
was accused of atheism, which for most of recorded history was a way of saying
“You don’t believe in God the way you are supposed to.” (Atheism was one of
the crimes for which Socrates was sentenced to death, even though he talked
about gods all the time. Meletus, one of his adversaries, ended up accusing him
both of atheism and of belief in demigods.) Eventually, in 1663, Pope Alexander
VII would place all of Descartes’s works on the Church’s Index Librorum
Prohibitorum, the list of officially prohibited writings, where it joined books by
Copernicus, Kepler, Bruno, and Galileo, among others.

One of my college professors once told me that nobody could get a PhD in
philosophy without writing a refutation of Descartes. It remained unclear which
part of Descartes was supposed to be refuted—his initial skepticism and ability



to doubt everything, or his laying foundations for secure belief through his
conviction that both he and God certainly existed?

Opinions on the existence of God, and in particular on Descartes’s purported
proofs, vary widely. But before even getting to that part of the argument, most
people feel a visceral reaction against “Cartesian doubt.” It strikes us as
ridiculous and irritating to imagine that we can’t be sure of anything at all, not
even the existence of the chair on which we are sitting.

But in that part of his method, Descartes was completely correct. We may be
quite convinced that the world around us is real, but we can’t be absolutely
certain, beyond any conceivable doubt. We can even come up with a number of
scenarios under which we could be fooled, beyond Descartes’s suggestions that
we might be dreaming or being fooled by an evil demon. We could be a brain in
a vat, receiving false impulses from wires hooked directly into our neurons
rather than the real outside world. We could be living in a computer simulation
like in The Matrix, and the true external reality could be something very
different than we suppose. Finally, as his critics have pointed out, Descartes
shouldn’t only worry that he is dreaming; he should also worry that he is being
dreamed. (In the Hindu Vedanta tradition, all the world is a dream of Brahma.)

In 1857, naturalist Philip Henry Gosse published a book, Omphalos, in which
he attempted to reconcile the age of the Earth as inferred from geological
evidence (very old) with that inferred from the evidence of the Bible (very
young). His idea was simple: God had created the world a few thousand years
ago, but with all the signs of being much older, including mountain ranges that
would take millions of years to form, and fossils of apparently great antiquity.
Gosse’s title came from the Greek word for “navel,” since part of his inspiration
was that the first human, Adam, must have been a complete person, and
therefore had a navel, even though no woman had given birth to him. Versions of
his idea are promoted to this day by some Christian and Jewish creationists, who
use it to account for cosmological evidence of light that left distant galaxies
billions of years ago.

It’s easy to see how the Omphalos hypothesis leads to yet another skeptical
scenario, which has waggishly been labeled “Last Thursdayism”—the idea that
the entire universe was created intact just last Thursday, complete with all of the
records and artifacts that seem to point to the existence of an extended past.
Bertrand Russell once pointed out that there’s no way of being completely sure
that the world didn’t spring into existence five minutes ago. You might think that
this can’t be true, since you have clear memories of last Wednesday. But a
memory—ijust like a picture, or a diary—exists now. We take memories and
records as (somewhat) reliable guides to the past, since that seems to have



worked for us thus far. It’s logically possible, however, that all of those
purported memories, as well as our impressions that they are reliable, were
created along with everything else.

EUS

Without really meaning to, physicists have been led to consider cosmological
models that veer uncomfortably close to the Omphalos hypothesis. In the
nineteenth century, Ludwig Boltzmann contemplated a universe that has lasted
forever but has almost everywhere and almost always been in a state of uniform,
uninteresting disorder. The individual atoms in such a universe would be in
constant motion, randomly shuffling and bumping into one another. But
eventually, if we wait long enough, the motions of the atoms will bring them just
by chance into a highly ordered state—for example, much like the Milky Way
galaxy, which astronomers of the time thought was the entire universe. (The
ancient Roman poet Lucretius suggested a very similar picture; like Boltzmann,
he was an atomist, trying to account for the origin of order in the world.) This
configuration would evolve as normal, eventually dissipating back into the
surrounding chaos as the universe reaches its ultimate heat death. At least until
the next fluctuation.

There is one quite significant problem with Boltzmann’s idea. Fluctuations
from disorder to order are rare, and larger fluctuations are much more rare than
smaller ones. So if Boltzmann had been right, there’s no need to wait for
something as impressive and grand as the Milky Way, with hundreds of billions
of stars, to shuffle its way into existence. It’s far easier for something smaller,
like the sun and its planets, to emerge out of the chaos. And when you think
about it, the vast majority of conscious, thinking creatures in this kind of
universe will be single individuals who have fluctuated into existence all by
themselves—just long enough to think, “Hm, I seem to be all alone in this
universe,” and then die. Indeed, why even bother with an entire body? Most of
these lonely souls will be the minimal possible amount of matter that could
qualify as a thinking being: a disembodied brain, floating in space.

For obvious reasons, this has become known as the “Boltzmann Brain”
scenario. To be clear, nobody thinks the universe is actually like that. The
problem is that it seems like it should be true, if the universe is infinitely old and
randomly fluctuating. In that case, the appearance of Boltzmann Brains seems
inevitable. And since the overwhelming majority of observers in such a universe
are disembodied brains, why am I not one?

There is a way out of the Boltzmann Brain problem that is simple, but wrong.
It’s to say “Maybe most observers in the universe are random fluctuations, but



I’m not one, so I don’t really care.” How do you know you’re not a random
fluctuation? You can’t say that you have memories of a long and fascinating life,
since those memories could have fluctuated into existence. You might point to
your surroundings—there’s a room, and a window, and outside seems to be an
elaborate environment, all of which is much more than would be predicted by
this crazy fluctuation scenario.

And that’s true; most people in this crazy fluctuation scenario shouldn’t find
themselves surrounded by rooms and neighborhoods and all the stuff we are
pretty sure constitutes our local environments. But some of them will. If the
universe is truly infinitely old, there will be an infinite number of such
environments. And the overwhelming majority of them will have randomly
fluctuated into existence directly from the surrounding chaos. You may think, for
example, that you are reading a book by a person named Sean Carroll, who
probably exists (or once did, depending on when you are reading). But given an
infinite universe, it’s much easier for this book, with my name on the cover and
picture on the flap, to randomly fluctuate into existence by itself than for this
book and my actual person to fluctuate into existence. Even if we grant you the
reality of what you seem to experience in your local environment, in
Boltzmann’s cosmology you have no reason whatsoever to actually trust in the
existence of anything else—including anything beyond your immediate
perception, or anything you might think you are remembering about the past. All
of your memories and impressions, with probability close to 1, just fluctuated
into existence themselves. It’s the ultimate skeptical scenario.

Are you sure you’re not a Boltzmann Brain? Or at least, do you know your local
environment didn’t recently fluctuate into existence? How do you know you’re
not a brain in a vat, or a character in some more advanced being’s video game?

You don’t. You can’t. If by “know” we mean “know with absolute,
metaphysical certainty, without any conceivable possibility of being wrong,”
then we cannot ever know that none of these scenarios is correct.

Later in life, Wittgenstein himself contemplated a way out of this conundrum.
In On Certainty, one of the first things he writes is “From its seeming to me—or
to everyone—to be so, it doesn’t follow that it is so.” But he immediately
follows this with “What we can ask is whether it can make sense to doubt it.”
Put conversely, something might conceivably be true, but there might not be any
point in assigning much credence to it.

Consider the most dramatic kinds of skeptical scenarios, like Descartes’s
worry that all of his knowledge of the external world is unreliable because he is



being fooled by an evil demon. We would like to prove that this is wrong, or at
least collect some strong evidence against it. But we can’t. A sufficiently
powerful and clever demon would be able to influence all of our appeals to logic
and evidence. “I think, therefore I am”; “Existence is an attribute of perfection,
therefore God exists”—these might very well seem logically sound to you (or at
least to Descartes). But that’s just what the evil demon would want you to think!
How can we be sure that the demon isn’t tricking us into logical fallacies?

Any of the various skeptical scenarios about the existence of external reality,
and our knowledge thereof, might very well be true. But at the same time, that
doesn’t mean we should attach high credence to them. The problem is that it is
never useful to believe them. That’s what Wittgenstein means by “making
sense.”

Let’s compare two possibilities: first, that our impression of the reality around
us is basically correct, and second, that reality as we know it doesn’t exist and
we are being fooled by an evil demon. Our inclination is to collect as much
information as possible, calculate the likelihood of that information under each
scenario, and update our credences accordingly. But in the second scenario, the
evil demon could be feeding us the same information we would expect under the
first scenario. There is no way to distinguish between the scenarios by collecting
new data.

What we’re left with is our choice of prior credences. We’re allowed to pick
priors however we want—and every possibility should get some nonzero
number. But it’s okay to set our prior credence in radically skeptical scenarios at
very low values, and attach higher prior credence to the straightforwardly
realistic possibilities.

Radical skepticism is less useful to us; it gives us no way to go through life.
All of our purported knowledge, and all of our goals and aspirations, might very
well be tricks being played on us. But what then? We cannot actually act on such
a belief, since any act we might think is reasonable would have been suggested
to us by that annoying demon. Whereas, if we take the world roughly at face
value, we have a way of moving forward. There are things we want to do,
questions we want to answer, and strategies for making them happen. We have
every right to give high credence to views of the world that are productive and
fruitful, in preference to those that would leave us paralyzed with ennui.

Some skeptical scenarios aren’t merely fanciful concoctions like Descartes’s
demon—they are situations that we worry could actually be true. A world
dominated by Boltzmann Brains is what we would expect if the universe were



infinitely old and constantly fluctuating. The Matrix was a science-fiction
conceit, but philosopher Nick Bostrom has argued that it’s more likely we are
living in a simulation than directly in the “real world.” (The idea is essentially
that it’s easy for a technologically advanced civilization to run powerful
computer simulations, including simulated people, so most “people” in the
universe are most likely part of such simulations.)

Is it possible that you and your surrounding environment, including all of
your purported knowledge of the past and the outside world, randomly fluctuated
into existence out of a chaotic soup of particles? Sure, it’s possible. But you
should never attach very high credence to the possibility. Such a scenario is
cognitively unstable, in the words of David Albert. You use your hard-won
scientific knowledge to put together a picture of the world, and you realize that
in that picture, it is overwhelmingly likely that you have just randomly
fluctuated into existence. But in that case, your hard-won scientific knowledge
just randomly fluctuated into existence as well; you have no reason to actually
think that it represents an accurate view of reality. It is impossible for a scenario
like this to be true and at the same time for us to have good reasons to believe in
it. The best response is to assign it a very low credence and move on with our
lives.

The simulation argument is a little different. Is it possible that you, and
everything you’ve ever experienced, are simply a simulation being conducted by
a higher level of intelligent being? Sure, it’s possible. It’s not even, strictly
speaking, a skeptical hypothesis: there is still a real world, presumably structured
according to laws of nature. It’s just one to which we don’t have direct access. If
our concern is to understand the rules of the world we do experience, the right
attitude is: so what? Even if our world has been constructed by higher-level
beings rather than constituting the entirety of reality, by hypothesis it’s all we
have access to, and it’s an appropriate subject of study and attempted
understanding.

It makes sense, as Wittgenstein would say, to apportion the overwhelming
majority of our credence to the possibility that the world we see is real, and
functions pretty much as we see it. Naturally, we are always willing to update
our beliefs in the face of new evidence. If there comes a clear night, when the
stars in the sky rearrange themselves to say, “I AM YOUR PROGRAMMER.
HOW DO YOU LIKE YOUR SIMULATION SO FAR?” we can shift our
credences appropriately.
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Reality Emerges

ith our Bayesian knowledge-building tool kit in hand, we can return

to fleshing out some of the ideas behind poetic naturalism. In

particular, the innocuous-seeming but secretly profound idea that
there are many ways of talking about the world, each of which captures a
different aspect of the underlying whole.

The progress of human knowledge has bequeathed to us a couple of insights
that, taken together, suggest a world that is profoundly different from the picture
we construct from our everyday experience. There is conservation of
momentum: the universe doesn’t need a mover; constant motion is natural and
expected. It is tempting to hypothesize—cautiously, always with the prospect of
changing our minds if it doesn’t work—that the universe doesn’t need to be
created, caused, or even sustained. It can simply be. Then there is conservation
of information. The universe evolves by marching from one moment to the next
in a way that depends only on its present state. It neither aims toward future
goals nor relies on its previous history.

These discoveries indicate that the world operates by itself, free of any
external guidance. Together they have dramatically increased our credence in
naturalism: there is only one world, the natural world, operating according to the
laws of physics. But they also highlight a looming question: Why does the world
of our everyday experience seem so different from the world of fundamental
physics? Why aren’t the basic workings of reality perfectly obvious at first
glance? Why is the vocabulary we use to describe the everyday world—causes,
purposes, reasons why—so different from that of the microscopic world—
constant motion, Laplacian patterns?

This brings us to the “poetic” part of poetic naturalism. While there is one
world, there are many ways of talking about it. We refer to these ways as
“models” or “theories” or “vocabularies” or “stories”; it doesn’t matter. Aristotle
and his contemporaries weren’t just making things up; they told a reasonable



story about the world they actually observed. Science has discovered another set
of stories, harder to perceive but of greater precision and wider applicability. It’s
not good enough that the stories succeed individually; they have to fit together.

l
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One pivotal word enables that reconciliation between all the different stories:
emergence. Like many magical words, it’s extremely powerful but also tricky
and liable to be misused in the wrong hands. A property of a system is
“emergent” if it is not part of a detailed “fundamental” description of the system,
but it becomes useful or even inevitable when we look at the system more
broadly. A naturalist believes that human behavior emerges from the complex
interplay of the atoms and forces that make up individual human beings.
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The Starry Night. (Painting by Vincent van Gogh)

Emergence is ubiquitous. Consider a painting, such as van Gogh’s The Starry
Night. The canvas and paint constitute a physical artifact; on one level, it is just a



collection of certain atoms in certain locations. There is nothing to the painting
other than those atoms. Van Gogh didn’t infuse it with any form of spiritual
energy; he put the paint onto the canvas. If the atoms making up the paint had
been put in different locations, it would have been a different painting.

But it’s obvious that specifying an arrangement of atoms isn’t the only way of
talking about this physical artifact, and it’s not even the best way for most
purposes. When we talk about The Starry Night, we refer to the color palette, the
mood it evokes, the swirling of the moon and stars in the sky, and perhaps to van
Gogh’s period in the asylum at Saint-Paul de Mausole. All of these higher-level
concepts are something in addition to a dry (but accurate) list of all the atoms
that make up the paint. They are emergent properties.

The classic example of emergence, one you should constantly return to
whenever these things get confusing, involves the air in the room around you.
That air is a gas, and we can speak of it as having various properties: a
temperature, a density, a humidity, a velocity, and so on. We think of the air as a
continuous fluid, and all of those properties take on numerical values at every
point in the room. (Remember that gases, like liquids, are fluids.) But we know
that the air isn’t “really” a fluid. It we look at it very closely, down at a
microscopic level, we see that it’s composed of individual atoms and molecules
—mostly nitrogen and oxygen, with trace bits of other elements and compounds.
One way of talking about the air would simply be to list every one of those
molecules—perhaps 1028 of them—and specify their positions, velocities,
orientations in space, and so on. This is sometimes called kinetic theory, and it’s
a perfectly legitimate way of talking. Specifying the state of each molecule at
every moment in time is a consistent and self-contained description of the
system; if you were as smart as Laplace’s Demon, that would be enough to
determine the state at any other time. In practice it’s incredibly cumbersome, and
nobody ever talks that way.

Two ways of thinking about air: as a collection of discrete molecules, or as a smooth fluid.



Describing the air in terms of its macroscopic fluid properties such as
temperature and density is also a perfectly legitimate way of talking. Just as
there are equations that can tell us how the individual molecules bump into one
another and move over time, there are separate equations that tell us how the
fluid parameters evolve over time. And the good news is, you don’t need to be
nearly as smart as Laplace’s Demon to actually find the solution; real computers
are completely up to the task. Atmospheric scientists and aeronautical engineers
solve such equations every day.

So the fluid description and the molecular description are two different ways
of talking about the air, both of which—at least in certain circumstances—tell
very precise and useful stories about how air behaves. This example illustrates a
number of features that commonly appear in discussions of emergence:

e The different stories or theories use utterly different vocabularies;
they are different ontologies, despite describing the same
underlying reality. In one we talk about the density, pressure, and
viscosity of the fluid; in the other we talk about the position and
velocity of all the individual molecules. Each story comes with an
elaborate set of ingredients—objects, properties, processes,
relations—and those ingredients can be wildly different from one
story to another, even if they are all “true.”

e Each theory has a particular domain of applicability. The fluid
description wouldn’t be legitimate if the number of molecules in a
region were so small that the effects of particular molecules were
important individually, rather than only in aggregate. The molecular
description is effective under wider circumstances, but still not
always; we could imagine packing enough molecules into a small
enough region of space that they collapsed to make a black hole,
and the molecular vocabulary would no longer be appropriate.

e Within their respective domains of applicability, each theory is
autonomous—complete and self-contained, neither relying on the
other. If we’re speaking the fluid language, we describe the air
using density and pressure and so on. Specifying those quantities is
enough to answer whatever questions we have about the air,
according to that theory. In particular, we don’t need to ever refer to
any ideas about molecules and their properties. Historically, we



talked about air pressure and velocity long before we knew it was
made of molecules. Likewise, when we are talking about
molecules, we don’t ever have to use words like “pressure” or
“viscosity”—those concepts simply don’t apply.

The important takeaway here is that stories can invoke utterly different ideas,
and yet accurately describe the same underlying stuff. This will be crucially
important down the line. Organisms can be alive even if their constituent atoms
are not. Animals can be conscious even if their cells are not. People can make
choices even if the very concept of “choice” doesn’t apply to the pieces of which
they are made.

If we have two different theories that both accurately describe the same
underlying reality, they must be related to each other and mutually consistent.
Sometimes that relationship is simple and transparent; other times we just have
to trust that it’s there.

The case of fluid dynamics emerging from molecules is as simple as it gets.
One theory can directly be obtained from the other by a process known as
coarse-graining. There is an explicit map from one theory (molecules) to the
other (fluid). A particular state in the first theory—a list of all the molecules,
their positions, and velocities—corresponds to some particular state in the
second one—a density and pressure and velocity of the fluid at every point.

Moreover, many different states in the molecular theory get mapped to the
same state in the fluid one. When this is the case, we often call the first theory
the “microscopic” or “fine-grained” or “fundamental” one, and the second the
“macroscopic” or “coarse-grained” or “emergent” or “effective” one. These
labels aren’t absolute. To a biologist working with an emergent theory of cells
and tissue, the theory of atoms and their interactions might be a microscopic
description; to a string theorist working on the quantum theory of gravity,
superstrings might be the microscopic entities, and atoms are emergent. One
person’s microscopic is another person’s macroscopic.

We want our theories to give physical predictions that are consistent with
each other. Imagine that a state x in the microscopic theory evolves into some
state y. And imagine that the “emergence” map sends x and y to states X and Y in
the emergent fluid theory. Then it had better be the case that X evolves to Y
under the rules of the emergent theory, at least with very high probability.
Starting with a microscopic state, the process “evolve forward in time, and see



what that corresponds to in the emergent theory” should give the same answer as
“see what it corresponds to in the emergent theory, then evolve forward in time.”
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Emergence of one theory from another. Boxes in each image represent different possible states the entire
system could be in, as described by each theory. Time evolution and emergence should be compatible:
microstates that map to the same emergent state should evolve into microstates that also map to the same
emergent state. Several microstates map to each emergent state.

Coarse-graining goes one way—from microscopic to macroscopic—but not
the other way. You can’t discover the properties of the microscopic theory just
from knowing the macroscopic theory. Indeed, emergent theories can be multiply
realizable: there can, in principle, be many distinct microscopic theories that are
incompatible with one another but compatible with the same emergent
description. You can understand the air as a fluid without knowing anything
about its molecular composition, or even if there is a description in terms of
particles at all.

The reason why emergence is so helpful is that different theories are not
created equal. Within its domain of applicability, the emergent fluid theory is
enormously more computationally efficient than the microscopic molecular
theory. It’s easier to write down a few fluid variables than the states of all those
molecules. Typically—though not necessarily—the theory that has a wider
domain of applicability will also be the one that is more computationally
cumbersome. There tends to be a trade-off between comprehensiveness of a
theory and its practicality.

Our ability to construct two different theories about the air in your room, once
as a fluid and another time as a collection of molecules, is an especially concrete



and vivid example of emergence, and more generally of the poetic-naturalist idea
of telling multiple stories about the same underlying reality. There are, as you
might guess, some subtleties worth exploring.

EUS

One of the features of the molecules/fluid example is that we can derive the
macroscopic fluid theory from the microscopic molecular theory. That is, we can
start with the molecules, assume that there is a high density of molecules at
every point in space, and then “smooth out” the distribution to obtain explicit
formulas for fluid properties such as pressure and temperature in terms of what
the molecules are doing. This is what is meant by “coarse-graining” above.

Sneakily, however, we have taken advantage of a very special feature of
kinetic theory, one that doesn’t readily extend to other situations we might be
interested in. At heart, the molecules in the air are simple objects, mindlessly
bumping into one another when they pass through the same point in space. All
we’re really doing to derive the fluid description is calculating the average
properties of all the molecules. The average number of molecules gives us the
density, the average energy gives us the temperature, the average momentum
moving in different directions gives us the pressure, and so on.

We can’t take such features for granted. Quantum mechanics, in particular,
features the phenomenon of entanglement. It’s not possible to specify the state of
a system by listing the state of all of its subsystems individually; we have to look
at the system as a whole, because different parts of it can be entangled with one
another. To dig a bit deeper, when we combine quantum mechanics with gravity,
it is widely believed (although not known for certain, since we know almost
nothing for certain about quantum gravity) that space itself is emergent rather
than fundamental. Then it doesn’t even make sense to talk about “a location in
space” as a fundamental concept.

We needn’t ascend to esoteric realms of quantum gravity to find situations in
which a straightforward smoothing-out process isn’t enough to take us from a
microscopic theory to an emergent one. Perhaps we want to have a theory of the
human brain that emerges out of the behavior of many neurons. Or a theory of a
single neuron that emerges out of the interactions of the molecules of which it is
made. The problem is that both neurons and the complicated organic molecules
in each neuron are pretty complex in their own right; their behavior depends in
subtle ways on the specific inputs they are receiving from their environments.
Simply averaging over all of them in some region isn’t going to capture all of
that subtlety. That’s not to say that there can’t be a useful emergent theory, with a
many-to-one map from neuron states to brain states, or molecular states to



neuron states; it’s just that obtaining it is going to be a bit more indirect than it
was for the air in our room.

The molecular and fluid descriptions of air in a room provide an innocent,
uncontroversial example of emergence. Everyone agrees on what is happening
and how to talk about it. But its simplicity can be misleading. Seeing how
relatively easy it is to derive fluid mechanics from molecules, one can get the
idea that deriving one theory from another is what emergence is all about. It’s
not—emergence is about different theories speaking different languages, but
offering compatible descriptions of the same underlying phenomena in their
respective domains of applicability. If a macroscopic theory has a domain of
applicability that is a subset of the domain of applicability of some microscopic
theory, and both theories are consistent, then the microscopic theory can be said
to entail the macroscopic one; but that’s often something we take for granted, not
something that can explicitly be demonstrated. The ability to actually go through
the steps to derive one theory from another is great when it happens, but not at
all crucial to the idea.

As systems evolve through time, perhaps in response to changes in their external
environment, they can pass from the domain of applicability of one kind of
emergent description to a different one—what’s known as a phase transition.
Water is the most familiar example. Depending on the temperature and pressure,
water can find itself in the form of solid ice, liquid water, or gaseous water
vapor. The underlying microscopic description remains the same—molecules of
H,O—>but the macroscopic properties shift from one “phase” to another. Because

of the different conditions, the way that we talk about the water changes: the
density, hardness, speed of sound through the medium, and other characteristics
of the water can be completely altered, and our vocabulary changes along with
them. (You wouldn’t talk about pouring a block of ice, or chipping a cup of
liquid water.)
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How water changes phase from solid to liquid to gas, as heat is added to it and the temperature rises. The
melting and boiling points exhibit plateaus; here the internal structure of the molecules is being rearranged,
even though the temperature remains fixed.

The way that phase transitions actually occur is a subject of endless
fascination to scientists. Some transitions are rapid, some are slow; some change
the substance utterly, others represent a more gradual evolution. The figure
illustrates one interesting feature of phase transitions: not all changes are visible
on the surface. As we add heat to water, it goes from ice to liquid to vapor, and
the temperature rises along the way. At the precise transition point, there is a
period where the temperature remains constant while the molecular structure of
the water is being rearranged. Entirely new physical properties can come into
existence as we change phases, such as solidity or transparency or electrical
conductivity. Or life, or consciousness.

When we’re talking about simple molecular systems, it’s often possible to
pinpoint precisely what kind of theoretical vocabulary is appropriate, as well as
where we transition from one phase to another. The boundary lines become
fuzzier when we start discussing biology or human interactions, but the same
basic ideas apply. We’ve all witnessed phase transitions in the mood of a
roomful of people, when someone says the right (or wrong) thing, or when a new
person enters the dynamic. Here is a partial list of important phase transitions in
the history of the cosmos:



e The formation of protons and neutrons out of quarks and gluons in
the early universe.

¢ Electrons combining with atomic nuclei to make atoms, several
hundred thousand years after the Big Bang.

e The formation of the first stars, filling the universe with new light.

e The origin of life: a self-sustaining complex chemical reaction.

e Multicellularity, when different living organisms merged to become
one.

e Consciousness: the awareness of self and the ability to form mental
representations of the universe.

e The origin of language and the ability to construct and share
abstract thoughts.

e The invention of machines and technology.

There are phase transitions in the realm of ideas as well as that of materials.
Philosopher of science Thomas Kuhn popularized the idea of a “paradigm shift”
to describe how new theories could induce scientists to conceptualize the world
in starkly different ways. Even an individual person changing their mind about
something can be thought of as a phase transition: our best way of talking about
that person is now different. People, like water, can exhibit plateaus in their
thinking, where outwardly they hold the same beliefs but inwardly their mental
gears are gradually turning.

Al

The fact that each theory or way of talking works only within a specified domain
of applicability is absolutely crucial. Again, the example of air is a simple one,
but perhaps so simple that it lulls us into a false sense of complacency.

Even though we think of the air in the room as “really” being made of various
molecules, that theory’s domain of applicability fails to include some situations,
such as when the density becomes so high that the air would collapse into a
black hole. (Not to worry, that’s far removed from the physical situation in most
rooms you will find yourself in.) But the fluid description also fails in those
cases. In fact, the domain of applicability of the emergent fluid theory is a strict
subset of the domain of applicability of the molecular theory.
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How domains of applicability of different theories could relate to each other.

That situation—two ways of talking, one of whose domain of applicability
fits inside that of the other—is by no means necessary. In the diagram, we have
shown various ways that domains of applicability might fit together. One might
be a subset of the other; or the two might be distinct but overlapping; or they
could just be completely different, not sharing any situations in common. For
example, in string theory, a leading candidate for a quantum theory of gravity,
there are “duality relations” between theories that leave us in the middle
situation, where we have two theories with overlapping domains of applicability.

Another example—controversially—might be human consciousness. People
are made of particles, and we have a successful picture of how individual
particles behave, the Core Theory we’ll discuss more in chapter 22. You might
think that we could fully describe a person if only we knew the complete state of
all of their particles. We have every reason to believe that the domain of
applicability of particle physics includes the particles that make up human
beings. But it’s possible, however unlikely, that there is one set of rules obeyed
by particles when there are only a handful of them interacting with one another,
as studied by particle physicists, and a slightly different set of rules that they
obey when they come together to make a person. This is called strong
emergence, which we’ll discuss in the next chapter. There’s no direct evidence
that this is true for human beings, but it might help you avoid the ramifications
of having all of human behavior described in principle by the known rules of
particle physics, if those are the kinds of ramifications you find unpleasant.

These non-hierarchical domains of applicability are not the situation we most
often encounter in discussions of emergence. It is far more common to find
situations like the leftmost one in the diagram, where one theory is appropriate in
a subset of the domain of another theory, perhaps in a nested chain of multiple
theories. Indeed, this is closest to the notion of a “hierarchy of sciences,”
introduced by French philosopher Auguste Comte in the nineteenth century. In



this view, we start with physics at the most microscopic and comprehensive
level; out of that emerges chemistry, and then biology, and then psychology, and
finally sociology.

It is this hierarchical picture that leads people to talk about “levels” when
they discuss emergence. Lower levels are more microscopic, fine-grained
descriptions, while higher levels are more macroscopic and coarse-grained. That
can be convenient when it happens, but what matters is not the existence of a
hierarchy but the existence of different ways of talking that describe the same
underlying world, and are compatible with each other when their domains of
applicability overlap.
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What Exists, and What Is lllusion?

uguste Comte helped coin the term “sociology,” and put it at the top of

his pyramid of science; he thought of the study of societies as the

“crowning edifice” of this hierarchy. Subsequently, the dazzling success
of physics at describing the microscopic world has flipped things around in some
people’s minds; they prefer to focus on the deepest, most fundamental way of
talking about reality. Ernest Rutherford, a New Zealand—born experimental
physicist who was as responsible as anyone for discovering the structure of the
atom, once remarked that “all of science is either physics or stamp collecting.” It
should come as no surprise that scientists who are not physicists—the very large
majority of scientists, in other words—would beg to differ.

From the point of view of emergence, the question becomes: how new and
different are emergent phenomena? Is an emergent theory just a way of
repackaging the microscopic theory, or is it something truly novel? For that
matter, is the behavior of the emergent theory derivable, even in principle, from
the microscopic description, or does the underlying stuff literally act differently
in the macroscopic context? A more provocative way of putting the same
questions would be: are emergent phenomena real, or merely illusory?

As you might imagine, these questions lie front and center when we start
talking about knotty issues such as the emergence of consciousness or free will.
Sure, you think you’re making a choice about whether to have that last slice of
pizza or virtuously resist the temptation, but are you sure you really are? If the
underlying laws of nature are deterministic, then isn’t your volition simply an
illusion?

But the independent reality of emergent phenomena is an important issue
even when we stick to physics. Philip Anderson won the Nobel Prize in Physics
in 1977 for his work on the electronic properties of materials. He is a
“condensed matter” physicist—someone who thinks about materials, fluids, or
other macroscopically tangible forms of matter here on Earth, as opposed to an



astrophysicist, atomic physicist, or particle physicist. In the 1990s, when the US
Congress was contemplating the fate of the Superconducting Super Collider
particle accelerator, Anderson was called to testify as an expert in physics who
was not directly involved in particle physics. He told the committee that the new
machine would doubtless do good work, but any discoveries it would make
would be utterly irrelevant to his own research. That was honest, and accurate, if
a bit frustrating to the particle physicists who hoped the whole field would
present a unified front. (Congress canceled the SSC in 1993; a competing
machine, the Large Hadron Collider, was built in Europe, and went on to
discover the Higgs boson in 2012.)

Anderson’s comments were based on the fact that an emergent theory can be
completely independent of more fine-grained comprehensive descriptions of the
same system. The emergent theory is autonomous (it works by itself, without
reference to other theories) and multiply realizable (many microscopic theories
can lead to the same emergent behavior).

Anderson would be interested in questions about, for example, how current
flows through a particular kind of ceramic. We know that the material is made of
atoms, and we know the rules by which electricity and magnetism interact with
those atoms. For the questions Anderson cares about, that’s all we need to know.
We can think of the theory of atoms, electrons, and their interactions as the
emergent theory, and anything more fine-grained than that as a microscopic
theory. The emergent theory has its own rules, independent of any purported
lower levels. And it may very well be multiply realizable. Anderson doesn’t
need to worry about the quarks zipping about inside an atomic nucleus, or about
the Higgs boson itself, and certainly not about superstring theory or anything
that tries to give a more comprehensive microscopic description of matter. (For
much of his work, he doesn’t even need to know about atoms, as he is working
at an even higher level of coarse-graining.)

Given this situation, condensed-matter physicists have long argued that we
should think of emergent phenomena as truly new, not “merely” smeared-out
versions of some deeper description. In 1972 Anderson published an influential
article entitled “More Is Different,” arguing that every one of the multiple
overlapping stories we can tell about nature deserves to be studied and
appreciated for its own sake, rather than focusing primarily on the most
fundamental level. He has a point. A famous problem in condensed-matter
physics is to find a successful theory of high-temperature superconductors,
materials through which electrical current can flow without resistance. Everyone
working on the problem believes that such materials are made out of ordinary
atoms, obeying the ordinary microscopic rules; knowing that has been of



essentially zero help in guiding us toward an understanding of why high-
temperature superconductivity happens at all.

There are several different questions here, which are related to one another but
logically distinct.

1. Are the most fine-grained (microscopic, comprehensive) stories
the most interesting or important ones?

2. As aresearch program, is the best way to understand macroscopic
phenomena to first understand microscopic phenomena, and then
derive the emergent description?

3. Is there something we learn by studying the emergent level that we
could not understand by studying the microscopic level, even if we
were as smart as Laplace’s Demon?

4. Is behavior at the macroscopic level incompatible—literally
inconsistent with—how we would expect the system to behave if
we knew only the microscopic rules?

Regarding question 1, it’s obviously a subjective matter. If you’re interested
in particle physics, and your friend is interested in biology, neither is right or
wrong; you’re just different. Question 2 is a bit more practical, and the answer is
fairly obvious: no. In almost all cases of interest, we might learn a little bit about
higher levels by studying lower ones, but we’ll learn more (and more quickly) by
studying those higher levels themselves.

It’s at question 3 where things become contentious. One point of view would
say: if we completely understand the microscopic level, which has a domain of
applicability that strictly contains that of the emergent theory, we know
everything there is to know. Whatever question you have could, in principle, be
translated into the microscopic language and answered there.

But “in principle” covers a multitude of sins here, or at least one very big sin.
This perspective amounts to saying “You want to know if it will rain tomorrow?
Just tell me the position and velocity of all the molecules in the Earth’s
atmosphere, and I'll get to calculating.” Not only is that wildly unrealistic; it’s
also ignoring the fact that the emergent theory describes true features of the
system that might be completely hidden from the microscopic point of view. You
might have a self-contained and comprehensive theory of how things behave, but
that doesn’t mean you know everything; in particular, you don’t know all of the
useful ways of talking about the system. (Even if you know how every atom in a



box of gas behaves, you might be blind to the important fact that the system can
also be described as a fluid.) From that perspective—the correct one—we really
do learn something new by studying emergent theories for their own sakes, even
if all the theories are utterly compatible.

Then we have question 4, where all hell breaks loose.

EUS

We’re now entering into the realm known as strong emergence. So far we’ve
been discussing “weak emergence”: even if the emergent theory gives you new
understanding and an enormous increase in practicality in terms of calculations,
in principle you could put the microscopic theory on a computer and simulate it,
thereby finding out exactly how the system would behave. In strong emergence
—if such a thing actually exists—that wouldn’t be possible. When many parts
come together to make a whole, in this view, not only should we be on the
lookout for new knowledge in the form of better ways to describe the system, but
we should contemplate new behavior. In strong emergence, the behavior of a
system with many parts is not reducible to the aggregate behavior of all those
parts, even in principle.

The notion of strong emergence is a bit puzzling, on the face of it. It starts by
admitting that there is a sense in which a big macroscopic object, such as a
person, is made up of smaller constituents, such as atoms. (In quantum
mechanics, remember, this division into constituents isn’t always possible, but
that’s not the subtlety that strong emergentists usually have in mind.) It further
admits that there is a microscopic theory, one that will tell you how an atom will
behave in any particular circumstance. But then it claims that there is an effect
on that atom by the larger system of which it is a part—an effect that cannot be
thought of as arising from all of the other atoms individually. The only way to
think of it is as an effect of the whole on the individual parts.

I can imagine focusing on one particular atom that currently resides as part of
the skin on the tip of my finger. Ordinarily, using the rules of atomic physics, I
would think that I could predict the behavior of that atom using the laws of
nature and some specification of the conditions in its surroundings—the other
atoms, the electric and magnetic fields, the force due to gravity, and so on. A
strong emergentist will say: No, you can’t do that. That atom is part of you, a
person, and you can’t predict the behavior of that atom without understanding
something about the bigger person-system. Knowing about the atom and its
surroundings is not enough.

That is certainly a way the world could work. If it’s how the world actually
does work, then our purported microscopic theory of the atom is simply wrong.



The nice thing about theories in physics is that they are very clear about what
information is needed to predict the behavior of an object, and also clear about
what the predicted behavior actually is. There’s no ambiguity in what that atom
is supposed to do, according to our best theory of physics. If there are situations
in which the atom behaves otherwise, such as when it’s part of the tip of my
finger, then our theory is wrong and we have to do better.

Which is completely possible, of course. (Many things are possible.) In
chapters 22 to 24 we’ll dive more deeply into how our best theories of physics
work, including the remarkably successful and unforgiving framework of
quantum field theory. Within quantum field theory, there is no way for new
forces or influences to play an important role in what atoms do in my body—or,
more precisely, all of the possible ways this could happen have been ruled out by
experiments. But it’s always conceivable that quantum field theory itself is just
wrong. There’s no evidence that it’s wrong, however, and very powerful
experimental and theoretical reasons to think it’s right, within a very wide
domain of applicability. So we’re allowed to contemplate alterations in this basic
paradigm of physics—but we should be aware of how dramatically we are
changing our best theories of the world, just in order to account for a
phenomenon (human behavior) that is manifestly extremely complex and hard to
understand.

We may or may not need to bite the bullet of strong emergence in order to
understand the relationship between the atoms of which we are made and the
consciousness we all experience. But it’s our duty to figure out how they are
related, given that both atoms and consciousness exist in the real world.

Or do they?

There is a continuum of possible stances toward the way that the different
stories of reality fit together, with “strong emergence” (all stories are
autonomous, even incompatible) on one end and “strong reductionism” (all
stories reduce to one fundamental one) on the other. A strong reductionist would
be someone who not only wants to relate macroscopic features of the world to
some underlying fundamental description but also wants to go further by
denying that elements of the emergent ontology even exist, under some
appropriate definition of “exist.” The real problem with consciousness,
according to this school of thought, would be that there’s no such thing.
Consciousness is merely an illusion; it doesn’t really exist. In the context of
philosophy of mind, this hard-core flavor of reductionism is known as
eliminativism, since its proponents want to eliminate talk of mental states



entirely. (Naturally, there is a rich zoo of different types of eliminativism, each of
which disagrees with the others about what should be eliminated and what
should be kept.)

What is real, and what is not, doesn’t seem like an intractable problem at first
glance. The table in front of you is real; unicorns are not. But what if that table is
made of atoms? Would it be fair to say that the atoms are real, but not the table?

That would be a certain construal of the word “real,” limiting its applicability
to only the most fundamental level of existence. It’s not the most convenient
definition we can imagine. One problem is that we don’t, as yet, actually have a
full theory of reality at its deepest level. If that were our standard for true
existence, the only responsible attitude would be to say that nothing that human
beings have ever contemplated is actually real. It’s a philosophy with a certain
Zen purity, but it’s not very helpful if we would like to use the concept of “real”
to distinguish certain phenomena from others. Wittgenstein would say that it
doesn’t make sense to talk that way.

A poetic naturalist has another way out: something is “real” if it plays an
essential role in some particular story of reality that, as far as we can tell,
provides an accurate description of the world within its domain of applicability.
Atoms are real; tables are real; consciousness is undoubtedly real. (A similar
view was put forward by Stephen Hawking and Leonard Mlodinow, under the
label “model-dependent realism.”)

Not everything is real, even by this permissive standard. Physicists used to
believe in the “luminiferous aether,” an invisible substance that filled all of
space, and which served as a medium through which electromagnetic waves of
light traveled. Albert Einstein was the first to have the courage to stand up and
remark that the aether served no empirical purpose; we could simply admit that
it doesn’t exist, and all of the predictions of the theory of electromagnetism go
through unscathed. There is no domain in which our best description of the
world invokes the concept of luminiferous aether; it’s not real.

Ilusions are just mistakes, concepts that play no useful role in descriptions at
any level of coarse-graining. When you are crawling across the desert sands, out
of water and not completely in your right mind, and think you see a lush oasis
with palm trees and a pond in the distance—that’s an illusion (probably), in the
sense that it’s actually not there. But if you get lucky and it really is there, and
you scoop up liquid water into your hand, that liquid is real, even if we have a
more comprehensive way of talking that describes it in terms of molecules made
of oxygen and hydrogen.



Consciousness is not an illusion, even if we think it is “just” an emergent way
of talking about our atoms each individually obeying the laws of physics. If
hurricanes are real—and it makes sense to think that they are—even though they
are just atoms in motion, there is no reason why we should treat consciousness
any differently. To say that consciousness is real isn’t to say that it’s something
over and above the physical world; it’s emergent, and it’s also real, just like
almost every other thing we’ve encountered in our lives.

Fundamental Emergent/Effective Descriptions
< > < >
Underlying Physics, Morality, Aether,
Physical Biology, Aesthetics,  Phlogiston,
Reality Psychology Meaning Unicorns
< > < >
Real Illusions
< > < >
Factual/ Constructed/
Objective Subjective

How poetic naturalism divides up “fundamental” versus “emergent/effective,” “real” versus “illusion,” and
“objective” versus “subjective.”

Describing our naturalism as “poetic” is helpful because there are other kinds
of naturalism out there. There are austere forms of naturalism that try to
eliminate everything in sight, and insist that the only “true” way of talking about
the world is the deepest, most fundamental one. On the other side of the
spectrum are augmented forms of naturalism, which hold that there is more to
the world at a fundamental level than mere physical reality. This is a grab-bag
category that would include those who believe mental properties are real and
distinct from physical ones, or those who believe that moral principles are as
objective and fundamental as the physical world.

Poetic naturalism sits in between: there is only one, unified, physical world,
but many useful ways of talking about it, each of which captures an element of
reality. Poetic naturalism is at least consistent with its own standards: it tries to
provide the most useful way of talking about the world we have.

Ay



The most seductive mistake we can be drawn into when dealing with multiple
stories of reality is to mix up vocabularies appropriate to different ways of
talking. Someone might say, “You can’t truly want anything, you’re just a
collection of atoms, and atoms don’t have wants.” It’s true that atoms don’t have
wants; the idea of a “want” is not part of our best theory of atoms. There would
be nothing wrong with saying “None of these atoms making up you want
anything.”

But it doesn’t follow that you can’t have wants. “You” are not part of our best
theory of atoms either; you are an emergent phenomenon, meaning that you are
an element in a higher-level ontology that describes the world at a macroscopic
level. At the level of description where it is appropriate to talk about “you,” it’s
also perfectly appropriate to talk about wants and feelings and desires. Those are
all real phenomena in our best understanding of human beings. You can think of
yourself as an individual human being, or you can think of yourself as a
collection of atoms. Just not both at the same time, at least when it comes to
asking how one kind of thing interacts with another one.

That’s the ideal case, anyway. Following Galileo’s lead of ignoring
complications and searching for simplicity, physicists have developed
formalisms in which the separation between different ways of talking
—“effective field theories”—is precise and well-defined. Once we get beyond
physics to the more nuanced and complex realms of biology and psychology,
demarcating one theory from another becomes more difficult. We can talk about
human beings coming down with an illness and becoming contagious, possibly
passing on their disease to other people. “Illness” is a useful category in our
vocabulary for describing human beings, with a reality all its own, independent
of its microscopic underpinnings. But we know that there is a deeper level
according to which that illness is a manifestation of, for example, a viral
infection. We can’t help but be sloppy and mix up our talk of people and
illnesses and viruses into one big messy vocabulary.

Just as investigating dualities between different physical theories provides full
employment for physicists, investigating how different vocabularies relate to one
another and sometimes intermingle provides full employment for philosophers.
For our purposes, we can leave that as homework for the ontologically
fastidious, and leap into a different question: How do we go about constructing a
set of ways to talk about our actual world?
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Planets of Belief

ost people don’t lose sleep worrying whether the world they see is
basically real, or whether they’re being tricked by an evil demon. We
accept that what we see and hear reflects reality with at least some
degree of reliability, and move on from there. This leaves us with a more subtle
problem: how do we construct a comprehensive picture of how things work that
is both reliable and consistent with our experience?
Descartes was looking for a “foundation” for justified belief. A foundation
keeps a structure firmly rooted in solid ground. Foundationalism is the search
for such solid ground, on which to erect the edifice of knowledge.

Science

Evidence of Our Senses

God, Omnipotent and Omnibenevolent

Knowledge as a series of beliefs resting on a secure foundation.



Let’s take that metaphor more seriously than it perhaps deserves. On the scale
of a human being, the ground beneath our feet is unquestionably solid and
reliable. If we zoom out a bit, however, we see that the ground is simply part of
the planet on which we live. And that planet, the Earth, isn’t grounded on
anything at all; it is moving freely through space, orbiting around the sun. The
individual bits of matter that constitute the Earth aren’t embedded in an
unmoving structure; they are held together by their mutual gravitational force.
All of the planets in the solar system formed gradually, as bits of rock and dust
accreted together, each collection growing in influence and pulling together what
remaining scraps of matter it could.

Without meaning to, we’ve discovered a much more accurate metaphor for
how systems of belief actually work. Planets don’t sit on foundations; they hold
themselves together in a self-reinforcing pattern. The same is true for beliefs:
they aren’t (try as we may) founded on unimpeachable principles that can’t be
questioned. Rather, whole systems of belief fit together with one another, in
more or less comfortable ways, pulled in by a mutual epistemological force.
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Knowledge as a set of beliefs held together by the “gravitational pull” of their mutual consistency. Parts of
the planets of belief for Aristotle, Descartes, and a modern poetic naturalist.

In this picture, a planet of belief is much richer and more complex than
simply an ontology. An ontology is a view about what really exists; a planet of
belief contains all sorts of other convictions, including methods for
understanding the world, a priori truths, derived categories, preferences,
aesthetic and ethical judgments, and more. If you believe that two plus two
equals four and chocolate ice cream is objectively better than vanilla, those are
not parts of your ontology, but they are parts of your planet of belief.
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No analogy is perfect, but the planets-of-belief metaphor is a nice way to
understand the view known in philosophical circles as coherentism. According to



this picture, a justified belief is one that belongs to a coherent set of propositions.
This coherence plays the role of the gravitational pull that brings together dust
and rocks to form real planets. A stable planet of belief will be one where all the
individual beliefs are mutually coherent and reinforcing.

Some planets are not stable. People go through life with a very large number
of beliefs, some of which may not be compatible with others, even if they don’t
recognize it. We should think of planets of belief as undergoing gradual but
constant churning, bringing different beliefs into contact with one another, just
as real planets experience convection in the mantle and plate tectonics near the
surface. When two dramatically incompatible beliefs come into direct contact, it
can be like highly reactive chemicals being mixed together, leading to an
impressive explosion—possibly even blowing the entire planet apart, until a new
one can be reassembled from different parts.

Ideally, we should be constantly testing and probing our planets of belief for
inconsistencies and structural deficiencies. Precisely because they are floating
freely through space, rather than remaining anchored on solid and immovable
ground, we should always be willing to improve on our planets’ composition and
architecture, even to the point of completely jettisoning old beliefs and replacing
them with better ones. The new information we receive through our observations
is like the rain of meteors and comets that is perpetually falling on real planets,
to be incorporated into our view of the world. Occasionally, there may even be
an asteroid impact of such magnitude that the entire planet is destroyed. These
instabilities, either from internal inconsistency or from an external shock, are
more likely to happen to relatively young planets, ones that have not completely
settled down, but we’re all vulnerable.

The real problem is that we can imagine more than one stable planet—there
can be multiple sets of beliefs that are consistent within the sets, but not among
them. One person’s planet might include the scientific method, as well as the
belief that the universe is billions of years old; another’s might include a belief
in biblical literalism, as well as the belief that the world was created a few
thousand years ago. If each planet consists of beliefs that are consistent with
each other, how do we ever know which is right?

This is a real worry. People do hold beliefs that clash violently with the
beliefs of others, even though they may seem consistent with other beliefs of
their own. But there is reason to hope that the problem isn’t insurmountable.

As a matter of empirical fact, there are a number of important, common
beliefs that almost everyone shares. Most people believe that reason and logic
play an important role in finding truth. They might disagree over whether those
are uniquely powerful techniques, but very few people reject them outright. We



also tend to share the goal of coming up with models of the world that provide
accurate representations of what we actually observe. If you confront a young-
Earth creationist who thinks that the world came into being 6,000 years ago with
scientific evidence for a very old Earth and universe, their typical response is not
“Oh, I don’t believe in evidence and logic.” Rather, they will attempt to account
for that evidence within their belief system, for example, by explaining why God
would have created the universe that way.

That’s the way it’s supposed to work, anyway. But mere “coherence” might
seem like precious little on which to base a theory of truth. Abandoning the
quest for a secure foundation in favor of a planet of belief is like moving from
firm ground to a boat on choppy seas or a spinning teacup ride. It can make you
dizzy, if not seasick. We are spinning through space, nothing to hold on to.

What rescues our beliefs from being completely arbitrary is that one of the
beliefs in a typical planet is something like “true statements correspond to actual
elements of the real world.” If we believe that, and have some reliable data, and
are sufficiently honest with ourselves, we can hope to construct belief systems
that not only are coherent but also agree with those of other people and with
external reality. At the very least, we can hold that up as a goal.

There is a crucial difference, in other words, between stable planets of belief,
ones where all the different pieces attract one another in a consistent and
coherent way, and habitable planets, ones where we could actually live. A
habitable planet of belief necessarily includes some shared convictions about
evidence and rationality, as well as the actual information we have gathered
about the world. We can hope that people working in good faith will, after trying
hard to understand reality the best they can, end up constructing planets of belief
that are somewhat compatible with one another.

EUS

We shouldn’t overestimate people’s rationality or willingness to look at new
evidence as objectively as possible. For better or for worse, planets eventually
develop highly sophisticated defense mechanisms. When you realize that you are
holding two beliefs that are in conflict with each other, psychologists refer to the
resulting discomfort as cognitive dissonance. It’s a sign that there is something
not completely structurally sound about your planet of belief. Unfortunately,
human beings are extremely good at maintaining the basic makeup of their
planets, even under very extreme circumstances.

Leon Festinger, an American social psychologist who was the founder of
cognitive-dissonance theory, and his collaborators once studied an apocalyptic
cult led by a woman named Dorothy Martin (known to generations of



psychology students by the pseudonym Marian Keech). Following Martin’s lead,
members of her group became convinced that the Earth was going to be
destroyed on December 21, 1954, but that the true believers would be rescued by
aliens the night before. The cult members were extremely serious; they quit their
jobs, left their families, and huddled together to await the big day. Festinger was
curious as to how they would react when—as his own planet of belief led him to
surmise—nothing special happened on the appointed day. Would they,
confronted with the unassailable fact that their leader’s prophecy had been
incorrect, change their minds about her mystical powers?

The day came and went—and afterward, the believers were more convinced
of Martin’s prophetic ability than ever. On the morning of the twenty-first, as it
happened, Martin had conveyed a new vision: it was precisely the unflagging
belief of their small group that had been able to prevent the Earth’s destruction.
Overjoyed, and very ready to believe, her followers doubled down on their
commitment, and proceeded to try to spread the word of their insights as widely
as possible.

Human beings are not nearly as coolly rational as we like to think we are.
Having set up comfortable planets of belief, we become resistant to altering
them, and develop cognitive biases that prevent us from seeing the world with
perfect clarity. We aspire to be perfect Bayesian abductors, impartially reasoning
to the best explanation—but most often we take new data and squeeze it to fit
with our preconceptions.

It’s worth highlighting two important cognitive biases that we can look to
avoid as we put together our own planets. One is our tendency to give higher
credences to propositions that we want to be true. This can show up at a very
personal level, as what’s known as self-serving bias: when something good
happens, we think it’s because we are talented and deserving, while bad things
are attributed to unfortunate luck or uncontrollable external circumstances. At a
broader level, we naturally gravitate toward theories of the world that somehow
flatter ourselves, make us feel important, or provide us with comfort.

The other bias is our preference for preserving our planet of belief, rather than
changing it around. This can also show up in many ways. Confirmation bias is
our tendency to latch on to and highlight any information that confirms beliefs
we already have, while disregarding evidence that may throw our beliefs into
question. This tendency is so strong that it leads to the backfire effect—show
someone evidence that contradicts what they believe, and studies show that they
will usually come away holding their initial belief even more strongly. We
cherish our beliefs, and work hard to protect them against outside threats.



Our need to justify our own beliefs can end up having a dramatic influence on
what those beliefs actually are. Social psychologists Carol Tavris and Elliot
Aronson talk about the “Pyramid of Choice.” Imagine two people with nearly
identical beliefs, each confronted with a decision to make. One chooses one way,
and the other goes in the other direction, though initially it was a close call either
way. Afterward, inevitably, they work to convince themselves that the choice
they made was the right one. They each justify what they did, and begin to think
there wasn’t much of a choice at all. By the end of the process, these two people
who started out almost the same have ended up on opposite ends of a particular
spectrum of belief—and often defending their position with exceptionally
fervent devotion. “It’s the people who almost decide to live in glass houses who
throw the first stones,” as Tavris and Aronson put it.

EUS

We’re faced with the problem that the beliefs we choose to adopt are shaped as
much, if not more, by the beliefs we already have than by correspondence with
external reality.

How can we guard ourselves against self-reinforcing irrationality? There is no
perfect remedy, but there is a strategy. Knowing that cognitive biases exist, we
can take that fact into account when doing our Bayesian inference. Do you want
something to be true? That should count against it in your assignment of
credences, not for it. Does new, credible evidence seem incompatible with your
worldview? We should give it extra consideration, not toss it aside.

A Utopia of rationality might not be achievable by flawed human beings, but
it’s something to which we can aspire. Robert Aumann, an Israeli American
mathematician who shared the Nobel Prize in Economics in 2005, was able to
prove a wonderful mathematical theorem: two people, both acting rationally,
who start with the same Bayesian prior credences for their beliefs, and who have
access to the same information, including knowing what the other knows, cannot
disagree about the updated credences for those beliefs. You might think that
people can start with common priors but disagree about the likelihoods for
observations being obtained, but Aumann’s theorem shows that this can’t happen
if both share “common knowledge”—that is, when everyone knows what
everyone else knows (and they all know that they all know it).

Aumann’s “agreement theorem” sounds too good to be true, in part because it
doesn’t comport very well with actual human behavior. In the real world, people
are not completely rational, they don’t have common knowledge, they
misinterpret one another, and they certainly don’t start with the same priors. But
it gives us hope that we could come to common agreement, even on very



contentious issues, if we worked hard enough at it. Even wildly different priors
will eventually be swamped by the process of updating if we collect enough
evidence. If we try to be as honest as possible with others and with ourselves, we
can hope to bring our planets of belief into closer alignment.
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Accepting Uncertainty

et’s say you want to take a scientist down a peg, make her a bit flustered.

Here’s an easy way to do it: whenever she says that something is true, in

her considered opinion as a scientist, just ask, “Can you really prove
that?” If your adversary is a good scientist, but not trained in public relations,
chances are very high that she will hem and haw, finding it difficult to give a
straight answer. Science never proves anything.

A lot depends on our definition of “proof.” Scientists will often have in their
minds the kind of proof we have access to in mathematics or logic: a rigorous
demonstration of the truth of a proposition, starting with some explicitly stated
axioms. This differs in important ways from how we might hear “proof” used in
casual conversation, where it’s closer to “sufficient evidence that we believe
something is true.”

In a court of law, where precision is a goal but metaphysical certitude can
never be attained, the flexible nature of proof is explicitly recognized by
invoking different standards depending on the case. In a civil court, proving your
case requires that a “preponderance of evidence” be on your side. In some
administrative courts, “clear and convincing evidence” is required. And a
criminal defendant is not considered to be proven guilty unless the case has been
demonstrated “beyond a reasonable doubt.”

None of these would impress a mathematician in the slightest; their first
instinct would be to start thinking about the unreasonable doubts. Scientists, who
have often taken a few math courses in their day, tend to have a similar idea
about what constitutes proving something—and they know that it’s not what
they do for a living. So if a scientist says “Human activity is heating up the
planet,” or “The universe is billions of years old,” or “The Large Hadron
Collider is not going to make a black hole that will gobble up the Earth,” all you
have to do is innocently ask whether they can really prove it. Once they hesitate,



you will have won a rhetorical victory. (You will not have made the world a
better place, but that’s your decision.)

Let’s see the distinction more explicitly. Here is a mathematical theorem: There
is no largest prime number. (Primes are whole numbers greater than zero that can
be evenly divided by only one and themselves.) And here is a proof:

Consider the set of all the prime numbers: {2, 3,5, 7, 11, 13 ... }.
Suppose that there is a largest prime, p. Then there are only a finite
number of primes. Now consider the number X that we obtain by
multiplying together all of the primes from our list, exactly once each,
and adding 1 to the result. Then X is clearly larger than any of the
primes in our list. But it is not divisible by any of them, since dividing
by any of them yields a remainder 1. Therefore either X itself must be
prime, or it must be divisible by a prime number larger than any in our
list. In either case there must be a prime larger than p, which is a
contradiction. Therefore there is no largest prime.

Here is a scientific belief: Einstein’s theory of general relativity (GR)
accurately describes how gravity works, at least within the solar system, and at
least to an extremely high accuracy. And here is the argument for it:

GR incorporates both the principle of relativity (positions and
velocities can be measured only relative to other objects) and the
principle of equivalence (in small regions of space, gravity is
indistinguishable from acceleration), both of which have been tested
to very high precision. Einstein’s equation of GR is the simplest
possible non-trivial dynamic equation for the curvature of spacetime.
GR explained a preexisting anomaly—the precession of Mercury—
and made several new predictions, such as deflection of light by the
sun and the gravitational redshift, which have successfully been
measured. Higher-precision tests from satellites continue to constrain
any possible deviations from GR. Without taking GR effects into
account, the Global Positioning System would rapidly go out of
whack, and by including GR it works like a charm. All of the known
alternatives are more complicated than GR, or introduce new free
parameters that must be finely tuned with experiment to avoid



contradiction. Furthermore, we can start from the idea of massless
graviton particles that interact with all sources of energy, and show
that the only complete version of such a theory leads to GR and
Einstein’s equation. Although the theory is not successfully
incorporated into a quantum-mechanical framework, quantum effects
are expected to be negligible in present-day experiments. In particular,
quantum corrections to Einstein’s equation are expected to be
unobservably small.

None of the details here is important; what matters is the difference in
underlying method. The mathematical proof is airtight; it’s just a matter of
following the rules of logic. Given the assumptions, the conclusion necessarily
follows.

The argument in favor of believing general relativity—a scientific one, not a
mathematical one—is of an utterly different character. It’s abduction: hypothesis
testing, and accumulating better and better pieces of evidence, seeking the best
explanation of the phenomena. We throw a hypothesis out there—gravity is the
curvature of spacetime, governed by Einstein’s equation—and then we try to test
it or shoot it down, while simultaneously searching for alternative hypotheses. If
the tests get better and better, and the search for alternatives doesn’t turn up any
reasonable competitors, we gradually start saying that the hypothesis is “right.”
There is no sharp, bright line that we cross, at which the idea goes from being
“just a theory” to being “proven correct.” When scientists observed the
deflection of starlight during a total eclipse of the sun, just as Einstein had
predicted, that didn’t prove that he was right; it simply added to a growing pile
of evidence in his favor.

It is an intrinsic part of this process that the conclusion didn’t have to turn out
that way. We could certainly imagine a world in which some more complicated
theory than Einstein’s was the empirically correct theory of gravity, or perhaps
even one in which Newtonian gravity was correct. Deciding between the
alternatives is not a matter of proving or disproving; its a matter of accumulating
evidence past the point where doubt is reasonable, updating our credences along
the way like good Bayesians. This is a fundamental difference between the kind
of knowledge given to us by mathematics/logic/pure reason and the kind we get
from science. The truths of math and logic would be true in any possible world;
the things science teaches us are true about our world, but could have been false
in some other one. Most of the interesting things it is possible to know are not
things we could ever hope to “prove,” in the strong sense.

Even when we do believe a theory beyond reasonable doubt, we still



understand that it’s an approximation, likely (or certain) to break down
somewhere. There could very well be some new hidden field that we haven’t yet
detected that acts to slightly alter the true behavior of gravity from what Einstein
predicted. And there is certainly something going on when we get down to
quantum scales; nobody believes that general relativity is really the final word
on gravity. But none of that changes the essential truth that GR is “right” in a
certain well-defined regime. When we do hit upon an even better understanding,
the current one will be understood as a limiting case of the more comprehensive
picture.

These features of science—a form of knowledge gathering that we understand
relatively well—apply more broadly. The basic recognition is that knowledge,
like most things in life, is never perfect. Inspired by logically rigorous proofs of
geometry, Descartes wanted to establish an absolutely secure, bedrock
foundation for our understanding of the world. That’s just not how knowledge of
the world works.

Think about Bayes’s Theorem: the credence we place in an idea after
receiving some new information is the prior credence we started with for that
idea, times the likelihood of obtaining that new information if our idea was
correct. At first glance, it seems easy to achieve perfect certainty: if the
likelihood for a particular outcome is exactly zero according to some idea, and
we observe that outcome to occur, our credence in that idea gets set to zero.

But if we’re being scrupulous, we shouldn’t ever think that the likelihood of
observing a particular outcome is precisely zero. You might think something like
“In special relativity, particles never travel faster than light, so I have zero
credence that I would ever observe a faster-than-light particle if special relativity
were correct.” The problem is that your observations could always be mistaken.
Maybe you think you’ve seen a particle traveling faster than light, but instead
your apparatus was faulty. This is always possible, no matter how careful you
are. We should always imagine that there is some nonzero likelihood for
absolutely any observation in absolutely any theory.

As a result, our credences never go all the way to zero—nor precisely to 100
percent, since there are always competing possibilities. And it’s a good thing that
credences never reach these points of absolute certainty; if they did, no amount
of new evidence could ever change our minds. That’s no way to go through life.



Not everyone agrees, of course. You may have heard that there is a long-running
dispute about the relationship between “faith” and “reason.” Some argue that
there is perfect harmony between them, and indeed there have historically been
many successful scientists and thinkers who have been extremely devout. Others
argue that the very notion of faith is inimical to the practice of reason.

The discussion is complicated by the presence of multiple incompatible
notions of what is meant by “faith.” A dictionary might define it as “trust” or
“confidence” in a belief, but it will go on to offer meanings along the lines of
“belief without justification.” The New Testament (Hebrews 11:1) says “Now
faith is the substance of things hoped for, the evidence of things not seen.” For
many, faith is simply a firm conviction in their religious beliefs.

The word “faith” is highly charged, and this isn’t the place to argue over how
it should be defined. Let us merely note that sometimes faith is taken as
something that is absolutely certain. Consider these statements from the
Catechism of the Catholic Church:

e The faithful receive with docility the teachings and directives that
their pastors give them in different forms.

e To obey (from the Latin ob-audire, to “hear or listen to”) in faith is
to submit freely to the word that has been heard, because its truth is
guaranteed by God, who is Truth itself. Abraham is the model of
such obedience offered us by Sacred Scripture. The Virgin Mary is
its most perfect embodiment.

e Faith is certain. It is more certain than all human knowledge
because it is founded on the very word of God who cannot lie.

It is this kind of stance—that there is a kind of knowledge that is certain,
which we should receive with docility, to which we should submit—that I’'m
arguing against. There are no such kinds of knowledge. We can always be
mistaken, and one of the most important features of a successful strategy for
understanding the world is that it will constantly be testing its presuppositions,
admitting the possibility of error, and trying to do better. We all want to live on a
stable planet of belief, where the different parts of our worldview fit together
harmoniously; but we want to avoid being sucked into a black hole of belief,
where our convictions are so strong that we can never escape, no matter what
kind of new insight or information we obtain.

You will sometimes hear the claim that even science is based on a kind of
“faith,” for example, in the reliability of our experimental data or in the



existence of unbreakable physical laws. That is wrong. As part of the practice of
science, we certainly make assumptions—our sense data is giving us roughly
reliable information about the world, simple explanations are preferable to
complex ones, we are not brains in vats, and so forth. But we don’t have “faith”
in those assumptions; they are components of our planets of belief, but they are
always subject to revision and improvement and even, if necessary, outright
rejection. By its nature, science needs to be completely open to the actual
operation of the world, and that means that we stand ready to discard any idea
that is no longer useful, no matter how cherished and central it may once have
seemed.

Because we should have nonzero credences for ideas that might seem
completely unlikely or even crazy, it becomes useful to distinguish between
“knowing” and “knowing with absolute logical certainty.” If our credence for
some proposition is 0.0000000001, we’re not absolutely certain it’s wrong—but
it’s okay to proceed as if we know it is.

When the Large Hadron Collider particle accelerator in Geneva began
operation in 2008, a fuss was raised by people who had heard that the LHC
might create black holes that would ultimately destroy the Earth, ending all life
as we know it. Sure, the physicists gave assurances that such an occurrence was
extremely unlikely. But they couldn’t prove that it wasn’t going to happen. And
with consequences as drastic as these, can it ever be worth taking the risk, no
matter how unlikely the outcome is supposed to be?

One possible response to such people would be: Consider going home tonight
and cooking some pasta for dinner. But before you open the lid on that jar of
marinara sauce, ask yourself: What if a freak mutation inside the jar has created
a deadly pathogen that will be released if and only if you open the lid, spreading
through the world and killing all forms of life? Clearly that would be bad; just as
clearly, it seems very unlikely. But you can’t prove that it won’t happen. There’s
a chance, even if it’s very small.

The resolution is to admit that some credences are so small that they’re not
worth taking seriously. It makes sense to act as if we know those possibilities to
be false.

So we take “I believe x” not to mean “I can prove x is the case,” but rather “I
feel it would be counterproductive to spend any substantial amount of time and
effort doubting x.” We can accumulate so much evidence in favor of a theory
that maintaining skepticism about it goes from being “prudent caution” to being
“crackpottery.” We should always be open to changing our beliefs in the face of



new evidence, but the evidence required might need to be so overwhelmingly
strong that it’s not worth the effort to seek it out.

We are left with, not absolute proof of anything, but a high degree of
confidence in some things, and greater uncertainty in others. That’s both the best
we can hope for and what the world does as a matter of fact grant us. Life is
short, and certainty never happens.
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What Can We Know about the World without
Actually Looking at It?

ur most direct, tangible, verifiable connection to the world around us is

through our senses. We see things, touch them, and come to understand

something about them. But there are times when we seem to
experience reality at a deeper level, without the intermediation of our senses.
How are we to account for such experiences as we try to understand the big
picture?

The first time I visited London, wandering around one evening with no real
plans, I noticed a poster advertising a concert at St Martin-in-the-Fields, a church
near Trafalgar Square. It’s a famous place, especially in classical-music circles,
but at that moment its primary virtue was that it was nearby, and a concert
seemed to qualify as the kind of cultural enrichment that young people were
supposed to seek out when traveling abroad.

It was more than that. The concert was by candlelight: electricity
extinguished, the expansive nave was illuminated by the soft flicker of hundreds
of small flames. The musicians played selections from Bach and Haydn,
sonorous notes reverberating through the shadowy space. Locals and tourists
alike huddled in overcoats, partaking both of the immediate moment and of the
larger sweep of history—musical, architectural, sacred. The vaulted ceilings
evoked the night sky, and the cadence of the music played off the human
rhythms of breaths and heartbeats. Perhaps for the regular attendees of the
concert series it was just another pleasant night out; for me it was a transcendent
experience.

“Transcendent,” from the Latin transcendere, “climb over, surpass,” is a word
we attach to experiences that seem to reach beyond our mundane physical
situation. A wide variety of circumstances can earn the label. For some,
transcendence occurs when your spirit comes into direct contact with the divine.
For Christians it might involve the witness of the Holy Spirit, while for Hindus



or Buddhists it can refer to escaping the material world in favor of a higher
spiritual reality. Individuals can experience transcendence through prayer,
meditation, solitude, or even psychoactive drugs such as ayahuasca or LSD. It
could simply be a matter of letting one’s self be lost in a particularly moving
piece of music, or in the love of one’s family.

Many of us have had such experiences, though disputes arise over whose
have been “truly” transcendent. They can play an important role in who we are,
helping us achieve peace or joy, even guide us in making important decisions.
For our present purposes, we want to know what transcendent experiences imply
about the structure of the world. Do they arise from the behavior of the atoms
and neurons in our physical brains, or should we think of such moments as
indications of contact with a numinous realm, something truly beyond the
physical? What, in other words, does transcendence teach us about ontology?

Behind these questions lurks an even bigger issue. Science advances by
observation and experiment: we pose hypotheses about how the world works and
then test them by collecting new information and performing the appropriate
Bayesian updating. But is that the only way to learn about the world? Isn’t it at
least conceivable that we could come to knowledge of reality in ways other than
the scientific, using methods other than hypothesis testing and collecting data?
Certainly, throughout history, people have thought that they’ve gained
understanding through revelation, spiritual practice, or other nonempirical
methods. The possibility needs to be taken seriously.

Science, even broadly construed, is certainly not the only way that we can come
to acquire new knowledge. The obvious exceptions are mathematics and logic.
While math is lumped together with science in many school curricula—and
while they certainly enjoy a close and mutually beneficial relationship—at heart
they are completely different endeavors. Math is all about proving things, but the
things that math proves are not true facts about the actual world. They are the
implications of various assumptions. A mathematical demonstration shows that
given a particular set of assumptions (such as the axioms of Euclidean geometry
or of number theory), certain statements inevitably follow (such as the angles
inside a triangle adding up to 180 degrees, or there being no largest prime
number). In this sense, logic and mathematics can be thought of as different
aspects of the same underlying strategy. In logic, as in math, we start with
axioms and derive results that inevitably follow from them. Though we casually
speak of “logic” as a single set of results, it is actually a procedure for inferring
conclusions from axioms. There are different possible sets of axioms from which



one can draw logical conclusions, just as there are different sets of axioms one
could use in geometry or number theory.

The statements we can prove based on explicitly stated axioms are known as
theorems. But “theorem” doesn’t imply “something that is true”; it only means
“something that definitely follows from the stated axioms.” For the conclusion
of the theorem to be “true,” we would also require that the axioms themselves be
true. That’s not always the case; Euclidean geometry is a marvelous edifice of
mathematical results, and certainly useful in many real-world situations, but
Einstein helped us see that the actual geometry of the world obeys a more
general set of axioms, invented by Bernhard Riemann in the nineteenth century.

We can think of the difference between math and science in terms of possible
worlds. Math is concerned with truths that would hold in any possible world:
given these axioms, these theorems will follow. Science is all about discovering
the actual world in which we live. Working scientists might find it useful to
occasionally consider non-real worlds (like ones with no friction, or a different
number of dimensions of space) for purposes of improving their intuition, but
among all the possible worlds, it’s the one real world that they ultimately care
about. There are possible worlds in which space is flat and Euclid’s axioms are
true, and other possible worlds in which space is curved and those axioms are
false; but in every possible world, Euclid’s axioms imply that the interior angles
of a triangle add up to 180 degrees.

The way that science goes about narrowing down our world from an infinite
number of possible ones is pretty clear: by looking at it. Performing observations
and experiments, gathering data, and using that to increase our credence in the
useful, explanatory theories.

Science is sometimes described as adhering to methodological naturalism:
choosing only to consider explanations that are grounded in the natural world,
and to discount from the start possible interventions by non-natural phenomena.
This characterization is even used by its supporters, in part for political and
strategic reasons. The United States has long been plagued by arguments over
the teaching of creationism (biological species were created by God) versus that
of Darwin’s theory of natural selection. An approach called Intelligent Design
has been put forward as a “scientific” version of creationism, under the theory
that it could therefore be taught as science rather than as religion. Opponents of
creationism sometimes countered this argument by appealing to the principle of
methodological naturalism; by their lights, the reference in Intelligent Design to



a supernatural creator immediately rendered it nonscientific. No less an authority
than the National Academy of Sciences wrote,

Because science is limited to explaining the natural world by
means of natural processes, it cannot use supernatural causation in its
explanations. Similarly, science is precluded from making statements
about supernatural forces because these are outside its provenance.

Not really. Science should be interested in determining the truth, whatever
that truth may be—natural, supernatural, or otherwise. The stance known as
methodological naturalism, while deployed with the best of intentions by
supporters of science, amounts to assuming part of the answer ahead of time. If
finding the truth is our goal, that is just about the biggest mistake we can make.

Fortunately, it’s also an inaccurate characterization of what science actually
is. Science isn’t characterized by methodological naturalism but by
methodological empiricism—the idea that knowledge is derived from our
experience of the world, rather than by thought alone. Science is a technique, not
a set of conclusions. The technique consists of imagining as many different ways
the world could be (theories, models, ways of talking) as we possibly can, and
then observing the world as carefully as possible.

This broad characterization includes not only the obviously recognized
sciences like geology and chemistry but social sciences like psychology and
economics, and even subjects such as history. It’s not a bad description of how
many people typically figure things out about the world, albeit in a somewhat
less systematic way. Nevertheless, science shouldn’t be simply identified with
“reason” or “rationality.” It doesn’t include math or logic, nor does it address
issues of judgment, such as aesthetics or morality. Science has a simple goal: to
figure out what the world actually is. Not all the possible ways it could be, nor
the particular way it should be. Just what it is.

There’s nothing in the practice of science that excludes the supernatural from
the start. Science tries to find the best explanations for what we observe, and if
the best explanation is a non-natural one, that’s the one science would lead us to.
We can easily imagine situations in which the best explanation scientists could
find would reach beyond the natural world. The Second Coming could occur;
Jesus could return to Earth, the dead could be resurrected, and judgment could
be passed. It would be a pretty dense set of scientists indeed who, faced with the
evidence of their senses in such a situation, would stubbornly insist on
considering only natural explanations.



The relationship between science and naturalism is not that science presumes
naturalism; it’s that science has provisionally concluded that naturalism is the
best picture of the world we have available. We lay out all of the ontologies we
can think of, assign some prior credences to them, collect as much information
we can, and update those credences accordingly. At the end of the process, we
find that naturalism gives the best account of the evidence we have, and assign it
the highest credence. New evidence could lead to future adjustments in our
credences, but right now naturalism is well out ahead of the alternatives.

Science uses the strategy of empiricism, learning about the world by looking at
it. There is a countervailing tradition: rationalism, the idea that we can come to
true knowledge of the world by methods other than through our sensory
experience.

“Rationalism” sounds like a good idea; who doesn’t want to be rational? But
this particular use of the word refers to learning about the world by reason alone,
without any help from observation. There are a number of different ways it could
happen: we could be equipped with innate knowledge, we could reason about
how things are on the basis of incontrovertible metaphysical principles, or we
could be gifted with insight through spiritual or other nonphysical means. A
close look reveals that none of these is a very reliable way to learn about our
world.

None of us comes to life as a blank slate. We have intuitions, instincts, built-
in heuristics for dealing with our environment, developed over the long course of
evolution—or perhaps, one might believe, planted there by God. The mistake is
to think of any of those ideas as “knowledge.” Some might be correct, but how
would we know? Just as assuredly, some of our natural instincts about the world
often turn out to be wrong. The only good reason we have for trusting any
supposedly innate ideas is that we test them against experience.

A related route to rationalism is based on the belief that the world has an
underlying sensible or logical order, and from this order we can discern a priori
principles that simply have to be true, without any need to check up on them by
collecting data. Examples might include “for every effect there is a cause,” or
“nothing comes from nothing.” One motivation for this view is our ability to
abstract from individual things we see in the world to universal regularities that
are obeyed more widely. If we were thinking deductively, like a mathematician
or logician, we would say that no collection of particular facts suffices to derive
a general principle, since the very next fact might contradict the principle. And
yet we seem to do that all the time. This has prompted people like Gottfried



Wilhelm Leibniz to suggest that we must secretly be relying on a kind of built-in
intuition about how things work.

Perhaps we are. The best way of knowing whether we are is to test that belief
against the data, and adjust our credences appropriately.

John Calvin, an influential theologian of the Protestant Reformation, suggested
that human beings possess an ability known as the sensus divinatis, a capacity to
directly sense the divine. The notion has been taken up in contemporary
discussion by theologian Alvin Plantinga, who goes on to suggest that the sense
is shared by all human beings, but that it is faulty or silent in atheists.

Is it possible that God exists, and communicates with human beings in ways
that circumvent our ordinary senses? Absolutely. As Plantinga correctly points
out, if theism is true, then it makes perfect sense to think that God would implant
knowledge of his existence directly into human beings. If we are already
convinced that God is real and cares about us, there would be good reason to
believe that we could learn about God through nonsensory means, such as prayer
and contemplation. Theism and this flavor of rationalism could, under these
assumptions, be parts of a fully coherent planet of belief.

What that doesn’t do is help us decide whether theism actually is true. We
have two competing propositions: one is that God exists, and that transcendental
experiences represent (at least in part) moments when we are closer to divinity;
the other is naturalism, which would explain such experiences the same way it
would explain dreams or hallucinations or other impressions that arise from a
combination of sensory input and the inner workings of the physical brain. To
decide between them, we need to see which one coheres better with other things
we believe about the world.

One way that inner, personal spiritual experiences would count as genuine
evidence against naturalism would be if it were possible to demonstrate that such
mental states—feelings of being in touch with something greater, of being
outside one’s own body, dissolving the boundaries of self, communicating with
nonphysical spirits, participating in a kind of cosmic joy—did not, or could not,
arise from ordinary material causes. Like many questions about consciousness
and perception, this one is somewhat open, though there is an increasing amount
of research that draws direct connections between apparently spiritual
experiences and biochemistry in the brain.

The author Aldous Huxley, in his nonfiction book The Doors of Perception,
describes his experiences with the psychoactive drug mescaline, including
“sacramental vision.” Similar drugs, such as peyote and ayahuasca, have long



been used to induce spiritual states, especially by Native Americans, and related
effects have been noted in association with LSD and psilocybin (magic
mushrooms). Huxley felt that mescaline acted to enhance his consciousness,
removing filters that shielded his mind from a greater awareness. He would
return to psychedelics repeatedly in his life, including at the very end, when he
asked his wife, Laura, to inject him with LSD to help alleviate the extreme pain
caused by laryngeal cancer. Afterward, Laura reported that his doctors had never
seen a patient with that kind of cancer, usually marked by violent convulsions,
spend their final moments with so little pain and struggle.

Recent neuroscience indicates that Huxley may have been on the right track
about the filtering effects of mescaline. We tend to think of psychedelics as
stimulating visions and sensations, but work by Robin Carhart-Harris and David
Nutt used functional magnetic resonance imaging (fMRI) to argue that these
drugs actually work to suppress neuronal activity in parts of the brain that act as
filters. Some parts of our brain, it turns out, are constantly buzzing with images
and sensations, which other parts then work to suppress in order to maintain the
coherence of our conscious self. The detailed mechanism is unclear, but there are
indications that some hallucinogens help activate a certain receptor for serotonin,
a neurotransmitter that helps regulate our moods. Psychedelics, in this picture,
don’t conjure up new hallucinations but simply allow us to consciously perceive
what is already bouncing around inside our brains.

It proves nothing about whether we also have feelings and visions as a result
of a direct connection to a spiritual reality. Perhaps certain drugs have effects
that mimic those of genuine transcendent experiences, without actually
explaining them away. Perhaps, indeed, drugs or direct physical influences on
the brain can open us up to such experiences and bring us into contact with a
broader reality. On the other hand, there might be simple and elegant
explanations for transcendent experiences that don’t lean on a non-natural world
in any way.

Given the profound and deeply personal nature of prayer, meditation, and
contemplation, it can seem frivolous or diminishing to relate them to
psychedelics or the activity of neurons, or even to dispassionate scientific
investigation of any sort. But if we want to undertake our journey to the best
possible understanding of the world with the intellectual honesty it deserves, we
always have to question our beliefs, consider alternatives, and compare them
with the best evidence we can gather. It may be the case that transcendent
experiences arise from a direct connection with a higher level of reality, but the
only way to know is to weigh that idea against what we learn from the world by
looking at it.
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Who Am 1?

11 of this discussion about emergence and overlapping vocabularies and
domains of applicability isn’t merely arid philosophizing. It cuts to the
very essence of who we are.

Consider an issue that is central to our self-conception: gender and sexuality.
As I am typing these words, societies across the world are going through
dizzying changes in how they think about this topic. One indication of the
change is the shifting status of same-sex marriages. In the United States, the
Defense of Marriage Act, which defined “marriage” as far as the federal
government was concerned as the union of one man and one woman, was passed
overwhelmingly in 1996. The House Judiciary Committee affirmed that the act
was intended “to express moral disapproval of homosexuality.” By 2013, the
Supreme Court had declared that definition unconstitutional, so that the federal
government would recognize same-sex marriages that had been sanctioned by
any of the states; two years later, the Supreme Court found that it was
unconstitutional for individual states to ban the practice, effectively legalizing it
nationwide. Thus the United States caught up with Canada, Brazil, much of
Europe, and other countries that had already legalized same-sex marriages.
Meanwhile, there are still a large number of countries where same-sex
relationships are subject to imprisonment, even the death penalty.

If marriage is a contentious issue, gender identity is even more challenging.
As social mores are changing, an increasing number of people who identify as a
gender different from their biological sex are deciding to accept that aspect of
who they are, rather than hiding it or fighting to suppress it. Some transgender
people choose to undergo medical procedures to alter their anatomical makeup,
while others do not; either way, their psychological affiliation with the gender
they identify with can be just as strong as that of “cisgender” people (those
whose gender identity agrees with their biological sex). You will always
remember the first time that a friend who you’ve known for years as a woman,



and referred to using pronouns “she” and “her,” requests to be thought of from
now on as a man, using pronouns “he” and “him.”

After Ben Barres, a professor of neurobiology at Stanford, gave a well-
received seminar at a conference, one of the scientists in the audience remarked,
“Ben Barres’s work is much better than his sister’s.” Except that Barres didn’t
have a sister; the scientist was thinking of Barres himself, who had previously
been a woman known as Barbara Barres. It was the same work that was being
judged—it just seemed more impressive coming from a man. Our opinion of a
person is greatly affected by what sex we perceive them to be.

Whether you are forward-thinking about such things or staunchly
traditionalist, it can be a difficult transition to get used to. How can a person you
know, or thought you knew, as a man, suddenly just declare that she’s a woman?
That’s like deciding one day that you are eight feet tall. There are some things
you just don’t get to decide; they simply are what they are. Right?

Al

Part of how we respond to people who are different from us depends on basic
features of our own social orientation and frame of mind. Some people have a
fundamental live-and-let-live attitude, or are committed social liberals, and make
a point of accepting an individual’s right to declare who they are. Others tend to
be more naturally wary or judgmental, and frown upon behavior that seems
unconventional to them.

But there is something deeper here than mere personal attitudes: there is a
question of ontology. What categories do you take to “really exist,” to play a
central role in how the world is organized?

For many people, the concepts of “male” and “female” are deeply rooted in
the fabric of the world. There is a natural order of things, and these concepts are
an indelible part of it. If eliminativism is the urge to declare as many things
illusory as possible, its opposite is essentialism: the tendency to take certain
categories as immovable features of the bedrock of reality. At the current
moment in history, most people are essentialists about gender, but things are
changing.

Religious doctrine is a wellspring of essentialism. Consider how the National
Catholic Bioethics Center talks about “Gender Identity Disorder” (italics in
original):

We are either male or female persons, and nothing can change
that . . . Persons seeking such operations are clearly uncomfortable
with who they really are . . .



A person can change what genitalia they have, but not one’s sex.
Receiving hormones of the opposite sex and removing genitalia are
not sufficient to change one’s sex. Sexual identity is not reducible to
hormonal levels or genitalia but is an objective fact rooted in the
specific nature of the person. ..

A person’s sex identity is not determined by one’s subjective
beliefs, desires or feelings. It is a function of his or her nature. Just as
there are geometrical givens in a geometrical proof, sexual identity is
an ontological given.

It would be hard to find a more straightforward declaration of gender
essentialism, asserting that a person’s gender is a function of their “nature,” part
of “who they really are.”

Religion isn’t the only source of such a stance. The notion of “Gender
Identity Disorder,” as a diagnosed condition of people whose gender identity
disagrees with their biological sex, first appeared in the Diagnostic and
Statistical Manual of the American Psychiatric Association in 1980. Long before
that, surgical procedures and hormone therapies were used on children who
didn’t look or feel the way their doctors judged that they should. Only in 2013
was the official APA diagnosis changed to “gender dysphoria,” used to refer to
psychological discontent with one’s own condition, rather than a mismatch with
a purportedly objective judgment of what one’s sex “really” is.

EUS

Poetic naturalism sees things differently. Categories such as “male” and
“female” are human inventions—stories we tell because it helps us make sense
of our world. The basic stuff of reality is a quantum wave function, or a
collection of particles and forces—whatever the fundamental stuff turns out to
be. Everything else is an overlay, a vocabulary created by us for particular
purposes. Therefore, if a person has two X chromosomes and identifies as male,
what of it?

That doesn’t mean we should simply eliminate gender, either. A person who
is biologically male but identifies as a woman isn’t thinking to themselves,
“Male and female are just arbitrary categories, I can be whatever I want.”
They’re thinking, “I’m a woman.” Just because a concept is invented by human
beings, it doesn’t imply that it’s an illusion. Saying, “I am a woman,” or just
knowing it, is absolutely useful and meaningful.

This can sound reminiscent of the old postmodern slogan that “reality is
socially constructed.” There’s a sense in which that’s true. What’s socially



constructed are the ways we talk about the world, and if a particular way of
talking involves concepts that are useful and fit the world quite accurately, it’s
fair to refer to those concepts as “real.” But we can’t forget that there is a single
world underlying it all, and there’s no sense in which the underlying world is
socially constructed. It simply is, and we take on the task of discovering it and
inventing vocabularies with which to describe it.

People who think that transgenderism is a violation of the natural order
sometimes like to use a slippery-slope argument: If gender and sexuality are up
for grabs, what about our basic identity as human beings? Is our species socially
constructed?

There is, indeed, a condition known as “species dysphoria.” It is analogous to
gender dysphoria but is characterized by a conviction that the subject belongs to
a different species. Someone might think that, despite their nominal human form,
they are actually a cat, or a horse. Others go further, identifying with species that
don’t actually exist, like dragons or elves.

Even for the relatively open-minded, a certain grumpiness tends to kick in
when confronted with species dysphoria: “If poetic naturalism means that I have
to pretend to go along with my crazy teenage nephew who thinks he’s a unicorn,
I’m going back to my comfortable species essentialism, thank you very much.”

The question, however, is whether a particular way of talking about the world
is useful. And usefulness is always relative to some purpose. If we’re being
scientists, our goal is to describe and understand what happens in the world, and
“useful” means “providing an accurate model of some aspect of reality.” If we’re
interested in a person’s health, “useful” might mean “helping us see how to make
a person more healthy.” If we’re discussing ethics and morality, “useful” is
closer to “offering a consistent systematization of our impulses about right and
wrong.”

So poetic naturalism doesn’t automatically endorse or condemn someone who
thinks they are a dragon, or for that matter someone who thinks they are male or
female. Rather, it helps us understand what questions we should ask: What
vocabulary gives us the most insight into how this person is thinking and
feeling? What helps us understand how they can be happy and healthy? What is
the most useful way of conceptualizing this situation? We can certainly imagine
thinking through these questions in good faith, and at the end concluding with
“Sorry, Kevin. You’re not a unicorn.”

The real lives of people whose self-conceptions do not match those that
society would like them to have can be extremely challenging, and their
obstacles are highly personal. No amount of academic theorizing is going to
solve those problems with a simple gesture. But if we insist on talking about



such situations on the basis of outdated ontologies, chances are high that we’ll
end up doing more harm than good.



18

Abducting God

one of the few sentences in the history of philosophy that you can buy
on T-shirts and bumper stickers. Or if snappy comebacks are more your
style, you can also find NIETZSCHE IS DEAD—GOD.

But many people assume that Nietzsche was celebrating God’s supposed
demise, which isn’t really accurate. Although he wasn’t denying it, he was
certainly worried about the consequences. The famous quip appears in a short
parable entitled “The Madman,” where Nietzsche’s title character runs crying
through a marketplace filled with unbelievers.

I veryone knows Friedrich Nietzsche proclaimed that God is dead. It’s

The madman jumped into their midst and pierced them with his
eyes. “Whither is God?” he cried; “I will tell you. We have killed him
—vyouandlI...

“Do we not feel the breath of empty space? Has it not become
colder? Is not night continually closing in on us? Do we not need to
light lanterns in the morning? Do we hear nothing as yet of the noise
of the gravediggers who are burying God? Do we smell nothing as yet
of the divine decomposition? Gods, too, decompose. God is dead. God
remains dead. And we have killed him.”

Neither Nietzsche nor his fictional madman are happy about the death of
God; if anything, they’re trying to wake people up to what it really means.

Starting in the nineteenth century, it began to sink in to a growing number of
people that the comforting certainties of the old order were beginning to crumble
away. As science developed a unified view of nature that exists and evolves
without any outside support, many cheered the triumphs of human knowledge.
Others saw a dark side to the new era.



Science can help us live longer, or journey to the moon. But can it tell us what
kind of life to live, or account for the feeling of awe that overcomes us when we
contemplate the heavens? What becomes of meaning and purpose when we can’t
rely on gods to provide them?

Thinking about God in a rigorous way is not an easy task. He seems to be
reluctant to reveal himself very explicitly in the operation of the world. We can
debate about the legitimacy of reported miracles, but most of us will grant that
they are rare at best. People may feel that they have an inner, personal
experience of the divine—but that’s not the kind of evidence that is convincing
to people other than the experiencer.

For another thing, people don’t agree about God. He’s a notoriously slippery
notion. To some people, God is very much a person—an omniscient,
omnipotent, omnibenevolent being who created the universe and cares deeply
about the fate of human beings, individually and collectively. Others prefer to
think of a more abstract notion of God, as something closer to an explanatory
idea that plays a crucial role in accounting for our world.

What all theists—people who believe in God—tend to agree on is that God is
absolutely important. One of the most significant features of someone’s ontology
is whether or not it includes God. It’s the biggest part of the big picture. So,
slippery notion or not, deciding how to think about God is something we simply
have to do.

Al

Remember that there are two parts to Bayesian reasoning: coming up with prior
credences before any evidence is in, and then figuring out the likelihood of
obtaining various kinds of information under the competing ideas. When it
comes to God, both of these steps are enormously problematic. But we don’t
have any choice.

For the sake of keeping things simple, let’s divide all of the possible ways of
thinking about God into just two categories: theism (God exists) and atheism
(no, he doesn’t). These are catchall terms for a variety of possible beliefs, but
we’re illustrating general principles here. For the sake of being definite, let’s
imagine we’re talking about God as a person, as some kind of enormously
powerful being who is interested in the lives of humans.

What should our priors be for theism and atheism? We could argue that
atheism is simpler: it has one fewer conceptual category than theism does.
Simple theories are good, so that suggests our prior for atheism should be higher.
(If atheism doesn’t actually account for the universe we see, that prior will
become irrelevant, as the corresponding likelihoods will be very small.) On the



other hand, even though God is a separate category from the physical world, we
might hope to explain features of the world using that hypothesis. Explanatory
power is a good thing, so that might argue in favor of a greater prior for theism.

Let’s call it a wash. You are entitled to your own priors, but for purposes of
this discussion let’s imagine that the prior credences for theism and atheism are
about equal. Then all of the heavy lifting will be done by the likelihoods—how
well the two ideas do in accounting for the world we actually see.

EUS

Here is where things get interesting. What we’re supposed to do is to imagine, as
fairly as possible, what the world would probably look like according to either of
our two possibilities, and then compare it to what it actually is like. That’s really
hard. Neither “theism” nor “atheism,” by itself, is an extremely predictive or
specific framework. We can imagine many possible universes that would be
compatible with either idea. And our considerations are contaminated by the fact
that we actually do know quite a bit about the world. That’s a considerable bias
to try to overcome.

Take the problem of evil. Why would a powerful and benevolent God, who
presumably could simply stop humans from being evil, nevertheless allow it in
the world? There are many possible responses to this question. A common one
relies on free will: perhaps to God, it is more important that humans be free to
choose according to their own volition—even if they end up choosing evil—than
to coerce them into being uniformly good.

Our job, however, isn’t simply to reconcile the data (the existence of evil)
with the theory (theism). It’s to ask how the data changes our credences for each
of the two competing theories (theism and atheism).

So imagine a world that is very much like ours, except that evil does not
exist. People in this world are much like us, and seem able to make their own
choices, but they always end up choosing to do good rather than evil. In that
world, the relevant data is the absence of evil. How would that be construed, as
far as theism is concerned?

It’s hard to doubt that the absence of evil would be taken as very strong
evidence in favor of the existence of God. If humanity simply evolved according
to natural selection, without any divine guidance or interference, we would
expect to inherit a wide variety of natural impulses—some for good, some for
not so good. The absence of evil in the world would be hard to explain under
atheism, but relatively easy under theism, so it would count as evidence for the
existence of God.



But if that’s true, the fact that we do experience evil is unambiguously
evidence against the existence of God. If the likelihood of no evil is larger under
theism, then the likelihood of evil is larger under atheism, so evil’s existence
increases our credence that atheism is correct.

Put in those terms, it’s easy to come up with features of our universe that
provide evidence for atheism over theism. Imagine a world in which miracles
happened frequently, rather than rarely or not at all. Imagine a world in which all
of the religious traditions from around the globe independently came up with
precisely the same doctrines and stories about God. Imagine a universe that was
relatively small, with just the sun and moon and Earth, no other stars or galaxies.
Imagine a world in which religious texts consistently provided specific, true,
nonintuitive pieces of scientific information. Imagine a world in which human
beings were completely separate from the rest of biological history. Imagine a
world in which souls survived after death, and frequently visited and interacted
with the world of the living, telling compelling stories of life in heaven. Imagine
a world that was free of random suffering. Imagine a world that was perfectly
just, in which the relative state of happiness of each person was precisely
proportional to their virtue.

In any of those worlds, diligent seekers of true ontology would quite rightly
take those aspects of reality as evidence for God’s existence. It follows, as the
night the day, that the absence of these features is evidence in favor of atheism.

How strong that evidence is, is another question entirely. We could try to
quantify the overall effect, but we’re faced with a very difficult obstacle: theism
isn’t very well defined. There have been many attempts, along the lines of “God
is the most perfect being conceivable,” or “God is the grounding of all existence,
the universal condition of possibility.” Those sound crisp and unambiguous, but
they don’t lead to precise likelihoods along the lines of “the probability that God,
if he exists, would give clear instructions on how to find grace to people of all
times and cultures.” Even if one claims that the notion of God itself is well
defined, the connection between that concept and the actuality of our world
remains obscure.

One could try to avoid the problem by denying that theism makes any
predictions at all for what the world should be like—God’s essence is mysterious
and impenetrable to our minds. That doesn’t solve the problem—as long as
atheism does make predictions, evidence can still accumulate one way or the
other—but it does ameliorate it somewhat. Only at a significant cost, however: if
an ontology predicts almost nothing, it ends up explaining almost nothing, and
there’s no reason to believe it.



EUS

There are some features of our world that count as evidence in favor of theism,
just as some features are evidence for atheism. Imagine a world in which nobody
had thought of the concept of God—the idea had simply never occurred. Given
our definition of theism, that’s a very unlikely world if God exists. It would seem
a shame for God to go to all the trouble to create the universe and humankind,
and then never let us know about his existence. So it’s perfectly reasonable to
say that the simple fact that people think about God counts as some evidence that
he is real.

That’s a somewhat whimsical example, but there are more serious ones.
Imagine a world with physical matter, but in which life never arose. Or a
universe with life, but no consciousness. Or a universe with conscious beings,
but ones who found no joy or meaning in their existence. At first glance, the
likelihoods of such versions of reality would seem to be higher under atheism
than under theism. Much of the task of the rest of this book is to describe how
these features are quite likely in a naturalistic worldview.

There’s not much to be gained by rehearsing all of the arguments for and
against theism here. What matters more is understanding the basis for making
progress on this and similar questions. We lay out our prior credences, determine
the likelihoods for different things to happen under each competing conception
of the world, and then update our credences on the basis of what we observe.
That’s just as true for the existence of God as it is for the theory of continental
drift or the existence of dark matter.

It all sounds very tidy, but we are fallible, finite, biased humans. Someone
will argue that a universe with a hundred billion galaxies is exactly what God
would naturally create, while someone else will roll their eyes and ask whether
that expectation was actually put forward before we went out and discovered the
galaxies in our telescopes.

All we can hope to do is to survey our own planets of belief, recognize our
biases, and try to correct for them the best we can. Atheists sometimes accuse
religious believers of being victims of wishful thinking—believing in a force
beyond the physical world, a higher purpose to existence, and especially a
reward after death, simply because that’s what they want to be true. This is a
perfectly understandable bias, one we would be wise to recognize and try to take
into consideration.

But there are biases on both sides. Many people may be comforted by the
idea of a powerful being who cares about their lives, and who determines
ultimate standards of right and wrong behavior. Personally, I am not comforted



by that at all—I find the idea extremely off-putting. I would rather live in a
universe where I am responsible for creating my own values and living up to
them the best I can, than in a universe in which God hands them down, and does
so in an infuriatingly vague way. This preference might unconsciously bias me
against theism. On the other hand, I’m not at all happy that my life will come to
an end relatively soon (cosmically speaking), with no hope for continuing on; so
that might bias me toward it. Whatever biases I may have, I need to keep them in
mind while trying to objectively weigh the evidence. It’s all any of us can hope
to do from our tiny perch in the cosmos.
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How Much We Know

hen I was twelve years old, I was fascinated by psychic powers. Who

wouldn’t be? It’s a provocative notion, to be able to reach out and

push things around, hear what other people are thinking, or tell the
future, all just by using your mind.

I read everything I could find about ESP, telekinesis, clairvoyance,
precognition—the whole gamut of mental abilities that stretched beyond the
ordinary. I was a big fan of comic books, where all the heroes were endowed
with superpowers, but also of science-fiction and fantasy stories, not to mention
straightforwardly “scientific” accounts of what purported to be evidence for
human capabilities beyond the normal. I wanted to penetrate the mystery, figure
out how this kind of thing could really work. I loved mind-bending ideas, and
what’s more mind-bending than the possibility that the mind itself can actually
bend things?

I was also a young scientist at heart. So eventually I decided on the obvious
course of action—I would perform my own experiments.

We had a spare room in the ground floor of our house. There I was with the
door closed, the rest of my family occupied elsewhere. (I didn’t say I was an
especially courageous young scientist.) I started with small things like dice and
coins, placed carefully on a smooth tabletop. Then I just . . . thought at them. I
concentrated as hard as I could, trying to push the little trinkets across the table
with the sheer force of my mind. Sadly, nothing. I switched to easier targets: tiny
scraps of paper that shouldn’t require as much force to get moving. In the end I
had to admit it: maybe some people were able to push things around just by
thinking, but I wasn’t one of them.

As experiments go, this wasn’t the most careful one ever performed. But it
was convincing to me at the time. I gave up on the idea that I could move things
around with my mind, and became pretty skeptical of anyone else who claimed
to have such powers. I didn’t lose my fascination for mind-bending ideas, or



penetrating deep mysteries. I still wish it were true that I could move objects by
thinking at them. It would be really useful, not to mention scientifically
fascinating.

Al

A great deal of investigation, more professional than mine, has gone into
evaluating the possibility of psychic or paranormal phenomena. J. B. Rhine, a
professor at Duke University, famously carried out a long series of tests that
concluded that psychic powers were real. His studies were extremely
controversial; many attempts to replicate them failed, and Rhine was criticized
for having lax protocols that would allow subjects to cheat on his tests. Today,
parapsychology is not taken seriously by most academics. The magician and
skeptic James Randi has offered a million dollars to anyone who can
demonstrate such abilities under controlled conditions; many have tried to claim
the prize, but to date no one has succeeded.

And nobody ever will succeed. Psychic powers—defined as mental abilities
that allow a person to observe or manipulate the world in ways other than
through ordinary physical means—don’t exist. We can say that with confidence,
even without digging into any controversies about this or that academic study.

The reason is simple: what we know about the laws of physics is sufficient to
rule out the possibility of true psychic powers.

That’s a very strong claim. And more than a little bit dangerous: the trash
heap of history is populated by scientists claiming to know more than they really
do, or predicting that they will know almost everything any day now:

“[We are] probably nearing the limit of all we can know about

astronomy.”
—Simon Newcomb, 1888

“The more important fundamental laws and facts of physical science

have all been discovered.”
—Albert Michelson, 1894

“Physics, as we know it, will be over in six months.”
—Max Born, 1927

There is a 50 percent chance that “we would find a complete unified

theory of everything by the end of the century.”
—Stephen Hawking, 1980



My claim is different. (That’s what everyone says, of course—but this time it
really is.) I’m not claiming that we know everything, or anywhere close to it. I’'m
claiming that we know some things, and that those things are enough to rule out
some other things—including bending spoons with the power of your mind. The
reason we can say that with confidence relies heavily on the specific form that
the laws of physics take. Modern physics not only tells us that certain things are
true; it comes with a built-in way of delineating the limits of that knowledge—
where our theories cease to be reliable. To see how that works, in this section
we’ll dig into the rules by which contemporary physics says the universe
operates.

My twelve-year-old self wasn’t really being overly optimistic, given his
knowledge at the time. The idea that our minds can reach out and influence or
observe the outside world seems completely plausible. We see things in one
place affecting things far away every day. I pick up a remote control, push some
buttons, and my TV comes to life and changes the channel. I pick up a phone
and suddenly I’m talking to someone thousands of miles away. It’s obvious that
invisible forces can fly across great distances through the power of technology—
why not through the power of the mind?

The human mind is a mysterious thing. It’s not that we know nothing about it;
wise people have been contemplating the mind’s workings for thousands of
years, and modern psychology and neuroscience have added considerably to our
understanding. Still, it’s fair to say that there are more looming questions than
settled facts. What is consciousness? What happens when we dream? How do
we make decisions? How do we record memories? How do emotions and
feelings interact with our rational thoughts? Where do experiences of awe and
transcendence come from?

So why not psychic powers? We should be properly skeptical, and try to
determine through careful testing whether any particular claim actually holds up
to scrutiny. Wishful thinking is a powerful force, and it makes sense to guard
against it. But it’s important to be honest about what we know and what we
don’t. On the face of it, reading minds or bending spoons doesn’t seem any
crazier than talking over a telephone, and maybe less crazy than many of the
triumphs of modern technology.

There is a wide gap between admitting that we don’t know everything about
how the mind works and remembering that whatever it does, it needs to be
compatible with the laws of nature. There are things we don’t understand about,
for example, treating the common cold. But there is no reason to think that cold



viruses are anything other than particular arrangements of atoms obeying the
rules of particle physics. And that knowledge puts limits on what those viruses
can possibly do. They cannot teleport from one person’s body to another one,
nor can they spontaneously turn into antimatter and cause explosions. The laws
of physics don’t tell us everything we might want to know about how viruses
work, but they undoubtedly tell us some things.

Those same laws tell us that you can’t see around corners, or levitate through
sheer force of will. All of the things you’ve ever seen or experienced in your life
—objects, plants, animals, people—are made of a small number of particles,
interacting with one another through a small number of forces. By themselves,
those particles and forces don’t have the capability of supporting the psychic
phenomena that so fascinated my twelve-year-old self. More important, we
know that there aren’t new particles or forces out there yet to be discovered that
would support them. Not simply because we haven’t found them yet, but
because we definitely would have found them if they had the right characteristics
to give us the requisite powers. We know enough to draw very powerful
conclusions about the limits of what we can do.

We never know anything about the empirical world with absolute certainty. We
must always be open to changing our theories in the face of new information.

But we can, in the spirit of the later Wittgenstein, be sufficiently confident in
some claims that we treat the matter as effectively settled. It’s possible that at
noon tomorrow, the force of gravity will reverse itself, and we’ll all be flung
away from the Earth and into space. It’s possible—we can’t actually prove it
won’t happen. And if surprising new data or an unexpected theoretical insight
forces us to take the possibility seriously, that’s exactly what we should do. But
until then, we don’t worry about it.

Psychic powers are like that. There’s no harm in doing careful laboratory tests
to search for people with the ability to read minds or push things around through
telekinesis. But there’s no real point, since we know such abilities aren’t real,
just as we know that gravity won’t reverse tomorrow.

David Hume, writing in An Enquiry Concerning Human Understanding,
considered the question of how we should treat claims of miraculous events,
defined as “a violation of the laws of nature.” His answer was Bayesian in spirit:
we should accept such a claim only if it would be harder to disbelieve it than to
believe it. That is, the evidence should be so overwhelming that it would strain
our credulity more to deny it than to accept that the laws we thought governed
the world have in fact been violated. The same holds for psychic phenomena: as



long as the evidence in favor of them is weaker than our evidence in favor of the
laws of physics (as it surely is), our credence in their existence should be
extremely low.

None of which is to say that science is finished, or that there aren’t things we
have yet to understand. Every scientific theory we have is one way of talking
about the world, one particular story we tell with a certain domain of
applicability. Newtonian mechanics works pretty well for baseballs and rocket
ships; for atoms, it breaks down and we need to invoke quantum mechanics. Yet
we still use Newtonian mechanics where it works. We teach it to our students,
and we use it to send spaceships to the moon. It’s “correct,” as long as we
understand the domain in which it’s applicable. And no future discovery will
suddenly make us think that it is incorrect in that domain.

Right now we have a certain theory of particles and forces, the Core Theory,
that seems indisputably accurate within a very wide domain of applicability. It
includes everything going on within you, and me, and everything you see around
you right this minute. And it will continue to be accurate. A thousand or a
million years from now, whatever amazing discoveries science will have made,
our descendants are not going to be saying “Ha-ha, those silly twenty-first-
century scientists, believing in ‘neutrons’ and ‘electromagnetism.’” Hopefully by
then we will have better, deeper concepts, but the concepts we’re using now will
still be legitimate in the appropriate domain.

And those concepts—the tenets of the Core Theory, and the framework of
quantum field theory on which it is based—are enough to tell us that there are no
psychic powers.

Many people still believe in psychic phenomena, but they are for the most
part dismissed in respectable circles of thought. The same basic story holds for
other tendencies we sometimes have to appeal to extraphysical aspects of what it
means to be human. The position of Venus in the sky on the day you were born
does not affect your future romantic prospects. Consciousness emerges from the
collective behavior of particles and forces, rather than being an intrinsic feature
of the world. And there is no immaterial soul that could possibly survive the
body. When we die, that’s the end of us.

We are part of the world. Comprehending how the world works, and what
constraints that puts on who we are, is an important part of understanding how
we fit into the big picture.
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The Quantum Realm

he history of science is sometimes told—for dramatic effect, if not

always in the interests of accuracy—as a story of revolutions. We had the

Copernican revolution in astronomy, and the Darwinian revolution in
biology. Physics has witnessed two revolutions that transformed the very
foundations of the discipline: Newtonian mechanics, which describes the
classical world, and quantum mechanics.

There’s a story that Chinese premier Zhou Enlai was asked in 1972 about his
opinion of the impact of the French Revolution, and he replied, “It’s too early to
say.” Sounds too good to be true, and it is. An interpreter later admitted that,
given how the question was phrased, it is clear that Zhou was thinking of the
student riots of 1968, not the revolution of 1789.

If they had been talking about the quantum revolution of the 1920s, on the
other hand, the quip would have been entirely appropriate. In 1965, physicist
Richard Feynman opined, “I think I can safely say that nobody understands
quantum mechanics,” and the sentiment is equally applicable today. For a theory
that has seen unparalleled empirical success at predicting and accounting for the
outcomes of high-precision experiments, the embarrassing truth is that physicists
cannot claim to have a very good understanding of what the theory actually is.
Or at least, if some people know what it is, their views are not widely shared by
their colleagues.

But we shouldn’t exaggerate the mysteriousness of quantum mechanics just
for effect. We understand an enormous amount about the theory—otherwise we
wouldn’t be able to make those predictions that have been checked to amazing
precision. Give a well-trained physicist a well-posed question about what
quantum mechanics predicts in some specific situation, and they will come up
with the uniquely correct answer. But the essence of the theory, its final correct
formulation and its ultimate ontology, are still very much in dispute.



This is unfortunate, because where misunderstanding dwells, misuse will not
be far behind. No theory in the history of science has been more misused and
abused by cranks and charlatans—and misunderstood by people struggling in
good faith with difficult ideas—than quantum mechanics. We need to get as
clear a view as possible of what the theory says and doesn’t say, since it is the
deepest and most fundamental picture of the world we now have. Quantum
mechanics has direct implications for many issues that confront us as we try to
make sense of our human experience of the world: determinism, causality, free
will, the origin of the universe itself.

Let’s start with the part of quantum mechanics that everyone agrees on: what
you will see when you observe a system.

Consider a hydrogen atom. That’s the simplest kind of atom there is; its
nucleus is a single proton, and there is a single electron bound to it. When we
visualize it in our head, we tend to imagine the electron orbiting around the
proton much like a planet in the solar system orbits around the sun. This is the
“Rutherford model” of the atom.



It’s also wrong, and here’s why. Electrons are electrically charged, which
means they interact with electric and magnetic fields. When you shake an
electron, it emits electromagnetic waves—that’s the origin of much of the light
you actually see in your daily life, whether it’s from the sun or from an
incandescent bulb. Some electrons were heated up, started shaking, and lost
energy by radiating light. In our hydrogen atom, that orbiting electron carries a
certain amount of energy, depending on how close it is to the proton—the closer
it gets, the less energy it has. So an electron that is far away from the proton, but
still bound to it, has a relatively large energy. And it’s being “shaken,” simply by
the fact that it’s orbiting around. We therefore expect the electron to give off
light and in the process lose energy and spiral closer and closer to the proton.
(We expect the same thing for planets moving around the sun, which lose energy
by gravitational radiation—but gravity is such a weak force that the net effect is
negligible.)

When should this process stop? In a Newtonian world, the answer is simple:
when the electron is sitting right on top of the proton. Every electron orbiting
around every nucleus of every atom should very rapidly spiral to the center, so
that every atom in the universe should collapse to the size of a nucleus in less
than a billionth of a second. There should be no molecules, no chemistry, no
tables, no people, no planets.

That would be bad. Also, it’s not what happens in the actual world.

We can get an idea about what does happen by considering cases when the
electron in the hydrogen atom actually does lose energy by giving off an
electromagnetic wave. When you collect the emitted light, you notice something
funny right off the bat: you only ever see certain discrete wavelengths.
Newtonian mechanics predicts that we should see all sorts of waves with any
wavelength you can imagine. What we observe, instead, is only certain allowed
wavelengths emitted at each transition.

That means the electron in the atom can’t just be in any old orbit. There must
only be some special orbits it can be in, with fixed amounts of energy. The
reason we observe only certain wavelengths in the emitted light is that the
electrons are not gently spiraling inward but spontaneously leaping from one
allowed orbit to another, emitting a packet of light to make up the difference in
energy between them. The electron is doing “quantum jumps.”

Okay. Electrons don’t orbit atomic nuclei with any energy they like, as classical
mechanics would have it. For some reason, they stick to certain allowed orbits,
with fixed energies. That seems to be a fact of enormous significance, apparently



incompatible with the Newtonian worldview that had been utterly entrenched in
the structure of physics. But the data should always overrule our expectations; if
certain fixed electron orbits are what we have to imagine in order to explain the

stability of tables and other objects made of atoms, let’s go with it.

The next question is: What makes an electron skip from one allowed orbit to
another? When does it happen? How does it know that it’s time? Does the state
of the electron contain information other than simply what orbit it’s in?

It took quite a bit of genius and hard work to figure out the answers to these
questions. Physicists were forced to throw out what we mean by the “state” of a
physical system—the complete description of its current situation—and replace
it with something utterly different. What is worse, we had to reinvent an idea we
thought was pretty straightforward: the concept of a measurement or
observation.

We all think we know what those terms mean, but in classical mechanics
there’s nothing all that special about them. We can measure anything we want
about the system, as accurately as we would like, at least in principle. Not so in
quantum mechanics. First off, there are only certain things we can measure at
any one experiment. We can measure the location of a particle, for example, or
we can measure its velocity; but we can’t measure both at the same time. And
when we do make those measurements, only certain results are allowed,
depending on the physical circumstances. If we measure the location of an
electron, for example, it could be anywhere; but if we measure its energy when it
is orbiting inside an atom, only certain discrete values will ever be obtained.
(That’s where the word “quantum” comes from, since in the early days of the
field, physicists were extremely interested in how electrons behaved in atoms;
but not all observables have discrete possible outcomes, so the name is
something of a misnomer.)

In classical mechanics, if you know the state of the system, you can predict
with certainty what any measurement outcome will be. In quantum mechanics,
the state of a system is a superposition of all the possible measurement
outcomes, known as the “wave function” of the system. The wave function is a
combination of every result you could get by doing an observation, with
different weights for each possibility. The state of an electron in an atom, for
example, will be a superposition of all the allowed orbits with fixed energies.
The superposition representing a given quantum state might be heavily
concentrated on one specific outcome—the electron might be almost perfectly
localized in an orbit with some particular energy—but in principle every possible
measurement outcome can be part of the quantum state.



Quantum mechanics is a profound change from classical mechanics, whereby
the outcomes of experiments are not perfectly predictable, even if we know the
state exactly. Quantum mechanics tells us the probability that, upon observing a
quantum system with a specified wave function, we will see any particular
outcome. We don’t lack perfect predictability because we have incomplete
information about the system; it’s just the best quantum mechanics allows us to
do.

This quantum probability is very different from ordinary classical uncertainty.
Think once again of playing poker. At the end of a certain hand, your opponent
makes a big bet, and you need to decide whether your hand can beat theirs. You
don’t know what their hand is, but you know what the possibilities are: nothing,
a pair, three of a kind, and so forth. Given their behavior so far in the hand, and
the odds that they received certain cards to start, you can be a good Bayesian and
assign different probabilities to the various hands they could have. Quantum
states sound kind of like that, but they are crucially different. In the (classical)
game of poker, you don’t know what your opponent has, but they have
something definite. When we say that a quantum state is a superposition, we
don’t mean “it could be any one of various possibilities, we’re not sure which.”
We mean “it is a weighted combination of all those possibilities at the same
time.” If you could somehow play “quantum poker,” your opponent would really
have some combination of each of the possible hands all at once, and their hand
would become one specific alternative only once they turned over the cards for
you to look at them.

If it all makes your brain hurt, you’re not alone. Quantum mechanics took a
long time to be put together, and we’re still arguing about what it all means.

Consider a billiard ball on a table. Ordinarily, you might think there is something
called “the location of the ball.” In quantum mechanics, there’s no such thing.
Were you to observe the ball in order to determine its location, you would indeed
see it located in one place or another. But when you are not looking, the ball has
no location; it has a wave function, which is a superposition of every possible
location it could be. It’s a bit like a literal wave, sitting on top of the table; where
the wave is highest, there’s the largest chance of seeing the ball were you to
look. If you knew what that wave function was ahead of time, you could predict
the probability it would be in one location or any other. For big, real-world
objects like billiard balls, the wave function is typically very strongly peaked
around one particular position on the table. As that “most likely” position
evolves over time, it obeys the rules of classical mechanics, just as Newton and



Laplace thought. But there is a chance that when you look at it, you’ll see it
somewhere else.

This situation is unsatisfying, to put it mildly. Quantum mechanics, at least
the way we teach it to physics majors taking their first college courses in the
subject, says that there are two completely different ways that the state of a
system evolves over time.

One kind of evolution happens when we’re not observing the system. Then
there’s an equation that the wave function obeys—the Schrédinger equation,
after Austrian physicist Erwin Schrodinger, who later became famous for
torturing cats in thought experiments. (Not real cats, it should be emphasized.)
Here it is, in its most general form:

It’s quite beautiful in its way. The symbol ¥) represents the quantum state.
The left-hand side of the equation asks “How is the state changing over time?”
The right-hand side provides an answer, by doing a certain operation on the state
itself. It’s parallel to Newton’s famous “force equals mass times acceleration,” in
which forces determine how the system changes through time.

Evolution according to the Schréodinger equation is very much like the
evolution of a state in classical mechanics. It is smooth, reversible, and
completely deterministic; Laplace’s Demon would have no problem predicting
what the state would be in the past and future. If that were all we had to the
story, quantum mechanics wouldn’t be problematic.

But there is also an entirely different way the quantum state can evolve,
according to the textbook treatment: namely, when it is observed. In that case,
we teach our undergraduates, the wave function “collapses,” and we obtain some
particular measurement outcome. The collapse is sudden, and the evolution is
nondeterministic—knowing what the state was before, you can’t perfectly
predict what the state will be afterward. All you have are probabilities.

Despite the appearance of probabilities, the predictions of quantum
mechanics can be extraordinarily precise. For example, we can measure the
strength of the electromagnetic interaction by one kind of experiment, such as
how an atom recoils when it emits a photon. Then we can use that measurement
to predict the outcome of a different experiment, such as how fast electrons
precess in a magnetic field. Finally, we can compare that prediction to an actual
observation. The resulting agreement is breathtakingly good:



Observation/Prediction = 1.000000002.

The observed and predicted values aren’t exactly the same, both because of
experimental error and because of theoretical approximations. But the lesson is
clear: quantum mechanics isn’t some loosey-goosey, anything-goes kind of
operation. It is relentlessly specific and unforgiving.
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Interpreting Quantum Mechanics

hat really bothers us about quantum mechanics is that the word
“observer” appears in the theory at all.
What counts as an “observer” or an “observation” anyway? Does

a microscope count, or does a conscious human being have to be using it? What
about a squirrel, or a video camera? What if I just glance at the thing rather than
observing it closely? When exactly does the “wave function collapse” take
place? (So you’re not kept in suspense, almost no modern physicist thinks that
“consciousness” has anything whatsoever to do with quantum mechanics. There
are an iconoclastic few who do, but it’s a tiny minority, unrepresentative of the
mainstream.)

Together these issues are known as the measurement problem of quantum
mechanics. After fretting about it for decades, physicists still don’t agree on how
to address it.

They have ideas. One approach is to suggest that while the wave function
plays an important role in predicting experimental outcomes, it doesn’t actually
represent physical reality. It might be that there is a deeper way of describing the
world, in addition to the wave function, in terms of which the evolution would
be in principle completely predictable. This possibility is sometimes called the
“hidden variables” approach, since it suggests that we just haven’t yet pinpointed
the real way to best describe the state of a quantum system. If such a theory is
true, it would have to be nonlocal—parts of the system would have to directly
interact with parts at other locations in space.

An even more radical approach is to simply deny the existence of an
underlying reality altogether. This would be an antirealist approach to quantum
mechanics, since it treats the theory as merely a bookkeeping device for
predicting the outcomes of future experiments. If you ask an antirealist what
aspect of the current universe that knowledge is about, they will tell you that it’s
not a sensible question to ask. There is, in this view, no underlying “stuff” that is



being described by quantum mechanics; all we are ever allowed to talk about is
the outcomes of experimental measurements.

Antirealism is a pretty dramatic step to take. It seems to have been advocated,
however, by no less of an authority than Niels Bohr, the grandfather of quantum
mechanics. His views were described as “There is no quantum world. There is
only an abstract physical description. It is wrong to think that the task of physics
is to find out how nature is. Physics concerns what we can say about nature.”

Perhaps the biggest problem with antirealism is that it’s hard to see how it
could be a position that one holds with perfect consistency. It’s one thing to say
that our understanding of nature is incomplete; it’s another thing entirely to say
that there is no such thing as nature. For one thing, who is it that’s doing the
saying? Even Bohr, in the quote above, speaks of what we can say “about
nature.” That would seem to imply that there’s something called “nature” that we
can say things about.

Al

Fortunately, we have not yet exhausted our possibilities. The simplest possibility
is that the quantum wave function isn’t a bookkeeping device at all, nor is it one
of many kinds of quantum variables; the wave function simply represents reality
directly. Just as Newton or Laplace would have thought of the world as a set of
positions and velocities of particles, the modern quantum theorist can think of
the world as a wave function, full stop.

The difficulty with this robust brand of straightforward quantum realism is
the measurement problem. If everything is just wave function, what makes states
“collapse,” and why is the act of observation so important?

A resolution was suggested in the 1950s by a young physicist named Hugh
Everett I1I. He proposed that there is only one piece of quantum ontology—the
wave function—and only one way it ever evolves—via the Schrodinger
equation. There are no collapses, no fundamental division between system and
observer, no special role for observation at all. Everett proclaimed that quantum
mechanics fits perfectly comfortably into a deterministic Laplacian view of the
world.

But if that’s right, why does it seem to us that wave functions collapse when
we observe them? The trick, in modern language, can be traced to a feature of
quantum mechanics called entanglement.

In classical mechanics, we can think of every different piece of the world as
having its own state. The Earth is moving around the sun with a particular
position and velocity, and Mars has a position and velocity of its own. Quantum
mechanics tells a different story. There is not a wave function for the Earth,



another one for Mars, and so on through all of space. There is only one wave
function for the entire universe at once—what we call, with no hint of modesty,
the “wave function of the universe.”

A wave function is simply a number we assign to every possible measurement
outcome, like the position of a particle, such that the number tells us the
probability of obtaining that outcome. The probability is given by the wave
function squared; that’s the famous Born rule, after German physicist Max Born.
So the wave function of the universe assigns a number to every possible way that
objects in the universe could be distributed through space. There’s one number
for “the Earth is here, and Mars is over there,” and another number for “the
Earth is at this other place, and Mars is yet somewhere else,” and so on.

The state of Earth can therefore be entangled with the state of Mars. For big
macroscopic things like planets this possibility isn’t realized in a demonstrable
way, but for tiny things like elementary particles it happens all the time. Say we
have two particles, Alice and Bob, each of which could be spinning either
clockwise or counterclockwise. The wave function of the universe could assign a
50 percent probability to Alice spinning clockwise and Bob counterclockwise,
and another 50 percent to Alice spinning counterclockwise and Bob clockwise.
We have no idea what answer we would get were we to measure the spin of
either particle; but we know that once we measure one of them, the other is
definitely spinning the other way. They are entangled with each other.

Everett says that we should take the formalism of quantum mechanics at face
value. Not only is the system you’re going to observe described by a wave
function, but you are described by a wave function yourself. That means that you
can be in a superposition. When you make a measurement of a particle to see
whether it’s spinning clockwise or counterclockwise, Everett suggests, the wave
function doesn’t collapse into one possibility or the other. It evolves smoothly
into an entangled superposition, part of which has “the particle is spinning
clockwise” and “you saw the particle spinning clockwise,” while the other of
which has “the particle is spinning counterclockwise” and “you saw the particle
spinning counterclockwise.” Both parts of the superposition actually exist, and
they continue to exist and evolve as the Schrodinger equation demands.

At last, then, we have a candidate for a final answer to the critical ontological
question “What is the world, really?” It is a quantum wave function. At least
until a better theory comes along.

EUS

Everett’s bare-bones approach to quantum mechanics—just wave functions and
smooth evolution, no new variables or unpredictable collapses or denials of



objective reality—has been dubbed the Many-Worlds Interpretation. The two
parts of the wave function of the universe, one in which you saw the particle
spinning clockwise and the other in which you saw it spinning counterclockwise,
subsequently evolve completely independently of each other. There is no future
communication or interference between them. That’s because you and the
particle become entangled with the rest of the universe, in a process known as
decoherence. The different parts of the wave function are different “branches,”
so it’s convenient to say that they describe different worlds. (There’s still one
“world” in the sense of “the natural world,” described by the wave function of
the universe, but there are many different branches of that wave function, and
they evolve independently, so we call them “worlds.” Our language hasn’t yet
caught up to our physics.)

There’s a lot to love about the Everett/Many-Worlds approach to quantum
mechanics. It is lean and mean, ontologically speaking; there’s just the quantum
state and its single evolution equation. It’s perfectly deterministic, even though
individual observers can’t tell which world they are in before they actually look
at it, so there is necessarily some probabilistic component when it comes to
people making predictions. And there’s no difficulty in explaining things like the
measurement process, or any need to invoke conscious observers to carry out
such measurements. Everything is just a wave function, and all wave functions
evolve in the same way.

There are, of course, an awful lot of universes.

Many people object to Many-Worlds because they simply don’t like the idea
of all of those universes out there. Especially unobservable universes—the
theory predicts them, but there’s no practical way of ever seeing them. This is
not a very thoughtful objection. If our best theory predicts that something is true,
we should place a relatively high Bayesian credence that it actually is true, until
a better theory comes along. If you have some visceral or a priori bad feeling
about multiple universes, then by all means work on better formulations of
quantum mechanics. But a bad feeling is not a principled stance.

The secret to making your peace with Many-Worlds is to appreciate that the
approach doesn’t start with the formalism of quantum mechanics and add in a
preposterously big multiverse. All those other universes are already there, at
least potentially, in the formalism. Quantum mechanics describes individual
objects as being in superpositions of different measurement outcomes. The wave
function of the universe automatically includes the possibility that the whole
universe is in such a superposition, which we then choose to talk about as
“multiple worlds.” It’s all the other versions of quantum mechanics that have to
work to get rid of the extra worlds—by changing the dynamics, or adding in new



physical variables, or denying the existence of reality itself. But you gain
nothing in explanatory or predictive power, and have unnecessarily made a
simple framework more elaborate—at least as Everettians see things.

Which isn’t to say that there aren’t very good reasons to be concerned about
Everettian quantum mechanics. According to Everett, the branching of the wave
function into different parallel worlds isn’t an objective feature; it’s simply a
convenient way of talking about the underlying reality. But what exactly
determines the best way of drawing the line between universes? Why do we see
the emergence of a reality that is well approximated by the rules of classical
mechanics? These are perfectly respectable questions—though ones that seem
quite answerable to partisans of Many-Worlds.

There are two important things to take away from this discussion, as far as the
big picture is concerned. One is that, while we don’t have a finished
understanding of quantum mechanics at a fundamental level, there is nothing we
know about it that necessarily invalidates determinism (the future follows
uniquely from the present), realism (there is an objective real world), or
physicalism (the world is purely physical). All of these features of the
Newtonian/Laplacian clockwork universe can easily still hold true in quantum
mechanics—but we don’t know for sure.

The other important takeaway is a feature common to all interpretations of
quantum mechanics: what we see when we look at the world is quite different
from how we describe the world when we’re not looking at it. As human
knowledge has progressed over the centuries, we have occasionally been forced
to dramatically rearrange our planets of belief to accommodate a new picture of
the physical universe, and quantum mechanics certainly qualifies as that. In a
sense it is the ultimate unification: not only does the deepest layer of reality not
consist of things like “oceans” and “mountains”; it doesn’t even consist of things
like “electrons” and “photons.” It’s just the quantum wave function. Everything
else is a convenient way of talking.
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The Core Theory

uantum mechanics is, as far as we currently know, the way the
universe works. But quantum mechanics isn’t a specific theory of the
world; it’s a framework within which particular theories can be
constittted. Just as classical mechanics includes the theory of planets moving
around the sun, or the theory of electricity and magnetism, or even Einstein’s
theory of general relativity, there are an enormous number of particular physical
models that qualify as “quantum-mechanical.” If we want to know how the
world really works, we need to ask, “The quantum-mechanical theory of what?”
Your first guess might be “particles and forces.” When we talk about atoms,
for example, the central nucleus is a collection of particles called protons and
neutrons, while orbiting around the nucleus are particles called electrons. The
protons and neutrons are bound to each other by a force (the nuclear force), and
the electrons are bound to the nucleus by a different force (electromagnetism),
and everything pulls toward everything else because of yet another force
(gravitation). Particles and forces are reasonable guesses for what the world is
made of, the fundamental stuff that the quantum theory of reality describes.
And that’s almost true, but not quite. Our best theory of the world—at least in
the domain of applicability that includes our everyday experience—takes
unification one step further, to say that both particles and forces arise out of
fields. A field is kind of the opposite of a particle; while a particle has a specific
location in space, a field is something that stretches all throughout space, taking
on some particular value at every point. Modern physics says that the particles
and the forces that make up atoms all arise out of fields. That viewpoint is called
quantum field theory. It’s quantum field theory that gives us confidence that we
can’t bend spoons with the power of our minds, and that we know all of the
pieces of which you and I are made.
And what are the fields made of? There isn’t any such thing. The fields are
the stuff that everything else is made of. There could always be a deeper level,



but we haven’t found it yet.

It’s easy enough to accept that the forces of nature arise from fields filling space.
It was our old friend Pierre-Simon Laplace who first showed that Newton’s
theory of gravity could be thought of as describing a “gravitational potential
field” that was pushed around by, and in turn pulled back on, objects moving
through the universe. Electromagnetism, the theory put together in the nineteenth
century by Scottish physicist James Clerk Maxwell and his contemporaries,
provides a unified description of electric and magnetic fields.

But what about the particles? Particles and fields seem like they’re
diametrically opposed to each other—particles live at one spot, while fields live
everywhere. Surely we’re not going to be told that a particle like an electron
comes out of some “electron field” filling space?

That is exactly what you are going to be told. And the connection is provided
by quantum mechanics.

The fundamental feature of quantum mechanics is that what we see when we
look at something is different from how we describe the thing when we’re not
looking at it. When we measure the energy of an electron orbiting a nucleus, we
get a definite answer, and that answer is one of a specific number of allowed
outcomes; but when we’re not looking at it, the state of the electron is generally
a superposition of all those possible outcomes.

Fields are exactly the same way. According to quantum field theory, there are
certain basic fields that make up the world, and the wave function of the
universe is a superposition of all the possible values those fields can take on. If
we observe quantum fields—very carefully, with sufficiently precise instruments
—what we see are individual particles. For electromagnetism, we call those
particles “photons”; for the gravitational field, they’re “gravitons.” We’ve never
observed an individual graviton, because gravity interacts so very weakly with
other fields, but the basic structure of quantum field theory assures us that they
exist. If a field takes on a constant value through space and time, we don’t see
anything at all; but when the field starts vibrating, we can observe those
vibrations in the form of particles.

There are two basic kinds of fields and associated particles: bosons and
fermions. Bosons, such as the photon and graviton, can pile on top of each other
to create force fields, like electromagnetism and gravity. Fermions take up space:
there can only be one of each kind of fermion in one place at one time.
Fermions, like electrons, protons, and neutrons, make up the objects of matter
like you and me and chairs and planets, and give them all the property of



solidity. As fermions, two electrons can’t be in the same place at the same time;
otherwise objects made of atoms would just collapse to a microscopic size.

The ordinary stuff out of which you and I are made, as well as the Earth and
everything you see around you, only really involves three matter particles and
three forces. Electrons in atoms are bound to the nucleus by electromagnetism,
and the nucleus itself is made of protons and neutrons held together by the
nuclear force, and of course everything feels the force of gravity. Protons and
neutrons, in turn, are made out of two kinds of smaller particles: up quarks and
down quarks. They are held together by the strong nuclear force, carried by
particles called gluons. The “nuclear force” between protons and neutrons is a
kind of spillover of the strong nuclear force. There’s also a weak nuclear force,
carried by W and Z bosons, which lets other particles interact with a final kind of
fermion, the neutrino. And the four fermions (electron, neutrino, up and down
quarks) are just one generation out of a total of three. Finally, in the background
lurks the Higgs field, responsible for giving masses to all the particles that have
them.
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The fields, and associated particles, that make up our everyday world.

The basic collection of fields and their associated particles is illustrated in the
figure, a more sophisticated version of the illustration of a hydrogen atom from
chapter 20. The two heavier generations of fermions aren’t included, as they tend
to decay away extremely quickly. The particles we’ve shown here are the only
ones that stick around long enough to make up everyday objects; the full set is
discussed in the Appendix.

Physicists divide our theoretical understanding of these particles and forces into
two grand theories: the standard model of particle physics, which includes
everything we’ve been talking about except for gravity, and general relativity,
Einstein’s theory of gravity as the curvature of spacetime. We lack a full
“quantum theory of gravity”—a model that is based on the principles of quantum
mechanics, and matches onto general relativity when things become classical-
looking. Superstring theory is one promising candidate for such a model, but
right now we just don’t know how to talk about situations where gravity is very
strong, like near the Big Bang or inside a black hole, in quantum-mechanical
terms. Figuring out how to do so is one of the greatest challenges currently
occupying the minds of theoretical physicists around the world.

But we don’t live inside a black hole, and the Big Bang was quite a few years
ago. We live in a world where gravity is relatively weak. And as long as the
force is weak, quantum field theory has no trouble whatsoever describing how
gravity works. That’s why we’re confident in the existence of gravitons; they are
an inescapable consequence of the basic features of general relativity and
quantum field theory, even if we lack a complete theory of quantum gravity.

The domain of applicability of our present understanding of quantum gravity
includes everything we experience in our everyday lives. There is, therefore, no
reason to keep the standard model and general relativity separate from each
other. As far as the physics of the stuff you see in front of you right now is
concerned, it is all very well described by one big quantum field theory. Nobel
Laureate Frank Wilczek has dubbed it the Core Theory. It’s the quantum field
theory of the quarks, electrons, neutrinos, all the families of fermions,
electromagnetism, gravity, the nuclear forces, and the Higgs. In the Appendix we
lay it out in a bit more detail. The Core Theory is not the most elegant
concoction that has ever been dreamed up in the mind of a physicist, but it’s
been spectacularly successful at accounting for every experiment ever performed



in a laboratory here on Earth. (At least as of mid-2015—we should always be
ready for the next surprise.)

In the previous chapter we concluded that “what the world is” is a quantum
wave function. A wave function is a superposition of configurations of stuff. The
next question is “What is the stuff that the wave function is a function of?” The
answer, as far as the regime of our everyday life is concerned, is “the fermion
and boson fields of the Core Theory.”

EUS

We don’t need nearly all of the Core Theory to describe almost all of our
everyday lives. The heavier fermions decay away very quickly. The Higgs field
lurks in the background, but to make an actual Higgs boson—the particle that
you see when the Higgs field starts vibrating—requires a $10-billion particle
accelerator like the Large Hadron Collider in Geneva, and even then the particle
decays in about a zeptosecond. Neutrinos are all around us, but the weak nuclear
force is so weak that they are very hard to detect. The sun is emitting neutrinos
like mad, so that about a hundred trillion of them pass through your body every
second, but I suspect you’ve never noticed.

Almost all of human experience is accounted for by a very small number of
ingredients. The various atomic nuclei that we find in the elements of the
periodic table; the electrons that swirl around them; and two long-range forces
through which they all interact, gravity and electromagnetism. If you want to
describe what goes on in rocks and puddles, pineapples and armadillos—that’s
all you need. And gravity, let’s face it, is pretty simple. Everything pulls on
everything else. All of the real structure and complexity we see in the world
come from electrons (and the fact that they can’t lie on top of each other)
interacting with nuclei and with other electrons.

There are exceptions, of course. The weak nuclear force plays an important
role in nuclear fusion, which powers the sun, so we wouldn’t want to do without
that. Muons, which are the heavier cousins of electrons, can be produced when
cosmic rays hit the Earth’s atmosphere, and may be involved in the rate at which
DNA mutates, and therefore in the evolution of life. These and other phenomena
are important to keep track of—and the Core Theory does a fantastic job
accounting for them. But the vast majority of life is gravity and
electromagnetism pushing around electrons and nuclei.

We can be confident that the Core Theory, accounting for the substances and
processes we experience in our everyday life, is correct. A thousand years from
now we will have learned a lot more about the fundamental nature of physics,
but we will still use the Core Theory to talk about this particular layer of reality.



From the perspective of poetic naturalism, there is one story of reality we can
tell with confidence, in a well-defined domain of applicability. We can’t be
metaphysically certain of this; it’s not something we can prove mathematically,
since science never proves things. But in any good Bayesian accounting, it
seems overwhelmingly likely to be true. The laws of physics underlying
everyday life are completely known.



23

The Stuff of Which We Are Made

uantum field theory is an immensely powerful framework. If Godzilla

and the Hulk had a baby, and that baby was a framework describing a

certain kind of physical theory, that baby would be quantum field
theory:

“Powerful” doesn’t mean “capable of smashing cities to rubble.” (Although
quantum field theory is that, since it’s the only way we have of describing one
kind of particle transforming into another one, which is a crucial part of nuclear
reactions and therefore nuclear weapons.) When we’re talking about scientific
theories, powerful actually means restrictive—a powerful theory is one in which
there are many things that simply cannot happen. The power we’re talking about
here is the ability to start with very few assumptions and draw conclusions that
are reliable and wide-ranging in their scope. Quantum field theory doesn’t knock
down buildings lying in its path; it knocks down our speculations about what
kinds of things can happen in physical reality.

The claim we’re making is pretty audacious:

Claim: The laws of physics underlying everyday life are
completely known.

An assertion like that invites a great deal of skepticism. It’s bombastic, self-
congratulatory, and it doesn’t seem that hard to think of plausible ways in which
our understanding could be dramatically incomplete. It sounds an awful lot like
all the many times throughout history when some great thinker or another
boasted that the quest for perfect knowledge was nearly complete. Every one of
which turned out to be hilariously premature.

But we’re not claiming that all the laws of physics are known, only a
restricted set that suffices to describe what happens at the level underlying
everyday life. Even that sounds pretty presumptuous. Surely there must be all



sorts of ways to add new particles or forces to the Core Theory that could be
important to everyday-level physics, or for that matter new kinds of phenomena
that fall outside the scope of quantum field theory entirely. Right?

Not so. The situation now really is different from the way it has ever been at
previous moments in the history of science. Not only do we have a successful
theory, but we also know how far that theory can be extended before it ceases to
be reliable. That’s just how powerful quantum field theory is.

The logic behind our audacious claim is simple:

1. Everything we know says that quantum field theory is the correct
framework for describing the physics underlying everyday life.

2. The rules of quantum field theory imply that there can’t be any
new particles, forces, or interactions that could be relevant to our
everyday lives. We’ve found them all.

Could quantum field theory not apply in the appropriate regime? Of course.
As good Bayesians, we know better than to set our credences all the way to zero
even for the most extreme options. In particular, quantum field theory could fail
to completely describe human behavior, since physics could fail to describe
human behavior. There could be a miraculous intervention, or some inherently
nonphysical phenomenon that affects the behavior of physical matter. No amount
of scientific progress will ever rule that out entirely. What we can do is show that
physics by itself is fully up to the task of accounting for what we see.

Einstein’s special relativity (as opposed to general relativity) is the theory that
melds space and time together and posits the speed of light as an absolute limit
on the universe. Let’s say you want to invent a theory that simultaneously
embraces these three ideas:

1. Quantum mechanics

2. Special relativity

3. Sufficiently separated regions of space behave independently from
one another

Nobel laureate Steven Weinberg has argued that every theory that fits these
requirements will look like a quantum field theory at (relatively) long distances
and low energies—say, anything bigger than a proton. No matter what happens



at the ultimate, most fundamental and comprehensive level of nature, in the
regime that humans can probe, the world will be well described by quantum field
theory.

If we are interested in describing the everyday low-energy world around us,
therefore, and we want to stick purely to physics, we should work in the
framework of quantum field theory.

Let’s accept the idea that quantum field theory works in the everyday regime,
and ask why there couldn’t be undiscovered particles that are relevant to the
everyday world.

First, we need to establish that there can’t be real, tangible particles buzzing
around and bumping into us, somehow affecting the behavior of the particles we
know about. Then we’ll have to assure ourselves that there aren’t any virtual
particles or new interactions that could likewise affect the particles we see. In
quantum field theory, virtual particles are ones that quickly flick in and out of
existence as quantum fluctuations, affecting what regular particles do without
ever being observed themselves. We’ll look at this second issue in the next
chapter, and for the moment focus on the possibility of real particles.

The reason why we know there are no new fields or particles that play an
important role in the physics underlying our everyday lives is a crucial property
of quantum field theory known as crossing symmetry. This amazing feature helps
us be sure that certain kinds of particles do not exist; otherwise we would have
found them already. Crossing symmetry basically says that if one field can
interact with another one (for example, by scattering off of it), then the second
field can create particles of the first one under the right conditions. It can be
thought of as the quantum-field-theory analogue of the principle that every
action implies a reaction.

Consider a new particle X that you might suspect leads to subtle but important
physical effects in the everyday world, whether it’s the ability to bend spoons
with your mind or consciousness itself. That means that the X particle must
interact with ordinary particles like quarks and electrons, either directly or
indirectly. If it didn’t, there would be no way for it to have any effect on the
world we directly see.

Interactions between particles in quantum field theory can be visualized by
the lovely mechanism of Feynman diagrams. Think of an X particle bouncing off
of an electron by the exchange of some other new particle, Y. From left to right
in the diagram, an X and an electron came in, exchanged a Y particle, then went
off on their own ways.
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The diagram isn’t just a picture of what can happen; it’s associated with a
number, which tells us how strong the interaction is—in this case, how likely an
X is to scatter off an electron. Crossing symmetry says that for every such
process, there is another process of the same strength, obtained by rotating the
diagram by ninety degrees, and switching any lines that changed directions from
particle to antiparticles. One result of crossing symmetry is shown in the next
figure.
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A diagram representing the annihilation of an electron and a positron (antiparticle of an electron) into a Y
particle, which then decays into an X and an anti-X. This diagram is related to the previous one by crossing
symmetry.

In field theory, every particle has an antiparticle with the opposite electric
charge. The antiparticle of an electron is a particle called the positron, which is
positively charged. Crossing symmetry says that the first process, scattering of
an X off an electron, implies the existence of a related process in which an



electron and positron annihilate to create one of our X particles as well as its
antiparticle.

Here is the payoff. We have smashed electrons and positrons together, often
and with great care. From 1989 to 2000, a particle accelerator called the Large
Electron-Positron Collider (predecessor of today’s Large Hadron Collider)
operated underground outside Geneva. Within its experiments, electrons and
positrons collided at enormous energies, and physicists kept extremely careful
track of everything that came out. They were hoping with all their hearts to find
new particles; discovering new particles, especially unexpected ones, is what
keeps particle physics exciting. But they didn’t see any. Just the known particles
of the Core Theory, produced in great numbers.

The same has been done for protons smashing into antiprotons, and various other
combinations. The verdict is unambiguous: we’ve found all of the particles that
our best current technology enables us to find. Crossing symmetry assures us
that, if there were any particles lurking around us that interact with ordinary
matter strongly enough to make a difference to the behavior of everyday stuff,
those particles should have easily been produced in experiments. But there’s
nothing there.

There are probably more particles yet to be found. They just won’t be
relevant to our everyday world. The fact that we haven’t yet found such particles
tells us a great deal about what properties they must have; that’s the power of
quantum field theory. Any particle that we haven’t yet detected must have one of
the following features:

1. It could be so very weakly interacting with ordinary matter that it
is almost never produced; or—

2. It could be extremely massive, so that it takes collisions at
energies even higher than what our best accelerators can achieve
in order to make it; or—

3. It could be extremely short-lived, so that it gets made but then
almost immediately decays away into other particles.

If any particle we haven’t yet found lasted long enough and interacted with
ordinary matter with sufficient strength that it could possibly affect the physics
of everyday goings-on, we would have produced it in experiments by now.

One as-yet-undiscovered particle we believe exists is dark matter.
Astronomers, studying the motions of stars and galaxies as well as the large-



scale structure of the universe, have become convinced that most matter is
“dark”—some kind of new particle that is not part of the Core Theory. The dark-
matter particle must be quite long-lived, or it would have decayed away long
ago. But it cannot interact strongly with ordinary matter, or it would have
already been found in one of the many dark-matter detection experiments that
physicists are currently running. Whatever the dark matter is, it certainly plays
no role in determining the weather here on Earth, or anything having to do with
biology, consciousness, or human life.

There is an apparent loophole in this analysis. There is a particle that we think
exists but have never directly detected: the graviton. It is light and stable enough
to be produced, but gravity is such a weak force that any gravitons we might
make in a particle accelerator will be swamped by the huge number of other
particles produced. And yet, gravity does affect our everyday lives.

The basic reason why gravity matters to us is that it is a long-range force that
accumulates—the more stuff you have causing the gravity, the stronger its
influence is. (That’s not necessarily true for electromagnetism, for example,
since positive and negative charges can cancel out; gravity always just adds up.)
So while we have no hope of making or detecting an individual graviton by
smashing two particles together, the combined gravitational effect of the whole
Earth creates a noticeable amount of gravitational force.

Is it possible that some other force takes advantage of this loophole—it would
be weak if we look at just a few particles, but could accumulate if we had a lot of
matter working together? Absolutely—and physicists have been looking for such
a “fifth force” for many years now. They haven’t found one.

The search for new forces is greatly abetted by the fact that ordinary objects
are made only of three kinds of particles: protons, neutrons, and electrons.
Another feature of quantum field theory is that you can’t turn the forces from
individual particles on and off; the associated fields are always there. You can
create macroscopic forces by arranging positive and negative charges in the right
way, as in an electromagnet, but particle by particle the fields are always present.
So we just have to look for forces between those three kinds of particles.
Physicists have done precisely that: constructing impeccably precise experiments
that bring objects of different compositions close together and then apart again,
searching for any hint of an influence outside the known forces of nature.

The results, as of 2015, are shown schematically in the figure. Any possible
force between two given kinds of particles is parameterized by two numbers:
how strong it is, and the distance over which it reaches. (Gravity and



electromagnetism are “long-range” forces, stretching essentially infinitely far;
the strong and weak nuclear forces have very short ranges, smaller than
individual atoms.) It’s easiest to measure forces that are strong, and that reach
over long distances. Those are the possible forces that we’ve already ruled out.
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A rough guide to experimental constraints on new forces that could affect ordinary matter. To have escaped
detection thus far, a new force must either be sufficiently weak or operate only over a very short range.

The result is that, if a new force stretches for more than a tenth of a
centimeter—which it would have to, if you wanted to use it to bend spoons or
reach from Saturn to the time and place of your birth—it would have to be
substantially weaker than the force of gravity. That doesn’t sound so weak, but
keep in mind that gravity is extraordinarily feeble; every time you jump in the
air, the puny electromagnetic forces in your body are overcoming the combined
gravitational force of the entire Earth. To say that a force is as weak as gravity is
to say that it is about one billionth of a billionth of a billionth of a billionth the
strength of electromagnetism. An even weaker force would be completely
negligible in everyday circumstances.

Here in our daily environment, the world of people and cars and houses, we
have a complete inventory of the particles and forces and interactions that are



strong enough to have any noticeable effect on anything. That’s a tremendous
intellectual achievement, one of which the human race can be justifiably proud.



24

The Effective Theory of the Everyday World

1l of this talk of particles and quantum fields can seem almost infinitely

far away from the human side of the big picture—the cares and

concerns of our personal and social lives. But we are made of particles
and fields that obey the ironclad laws of physics. Everything we want to think
about human beings has to be compatible with the nature and behavior of the
pieces of which we are made, even if those pieces don’t tell the whole story.
Understanding what those particles and fields are and how they interact with one
another is a crucial part of comprehending what it means to be human.

The constraints provided by quantum mechanics and relativity make quantum
field theory an extremely restrictive and unforgiving framework. We can use that
rigidity to map out how well we’ve tested the Core Theory, the specific set of
fields and interactions that governs our local environment. The answer is: really
well. Enough to be convinced that we know what the relevant particles and fields
are in this regime, and any new discoveries will involve phenomena that only
manifest themselves elsewhere—at higher energies, shorter distances, more
extreme conditions.

But how do we know, even if we can’t directly see new particles or fields,
that they can’t exert some subtle but important influence on the particles that we
do see? The answer can be traced to another feature of quantum fields: an idea
called effective field theory. In quantum field theory, the modifier “effective”
doesn’t mean something like “does a good job fitting the data.” Rather, an
effective theory is an emergent approximation to a deeper theory. A kind of
approximation that is specific, reliable, and well controlled—all due to the
power of quantum field theory.

Given some physical system, there are some things you care about, and some
you don’t. An effective theory is one that models only those features of the
system that you care about. The features you don’t care about are too small to be
noticed, or moving back and forth in ways that everything just averages out. An



effective theory describes the macroscopic features that emerge out of a more
comprehensive microscopic description.

Effective theories are extremely useful in a wide variety of situations. When
we talked about describing the air as a gas rather than as a collection of
molecules, we were really using an effective theory, since the motions of the
individual molecules didn’t concern us. Think about the Earth moving around
the sun. The Earth contains approximately 10°° different atoms. It should be
nearly impossible to describe how something so enormously complex moves
through space—how could we conceivably keep track of all of those atoms? The
answer is that we don’t have to: we have to keep track of only the single quantity
we are interested in, the location of the Earth’s center of mass. Whenever we talk
about the motion of big macroscopic objects, we’re almost always implicitly
using an effective theory of their center-of-mass motion.

The idea of an effective theory is ubiquitous, but really comes into its glory
when we’re dealing with quantum fields. That’s because of an insight due to
Nobel laureate Kenneth Wilson, who thought deeply about the “field” nature of
quantum field theory.

Wilson focused on a fact well-known to physicists: if you have a vibrating
field, you can always break those vibrations up into a certain contribution at each
different wavelength. That’s what we’re doing when we pass a beam of light
through a prism and decompose it into different colors; red light is a long-
wavelength vibration in the electromagnetic field, blue light is a short-
wavelength vibration, and so on for all the colors in between. In quantum
mechanics, short-wavelength vibrations are oscillating faster, and therefore have
more energy, than long-wavelength ones. The things we care about are the low-
energy, long-wavelength vibrations; those are the ones that are easy to make and
observe in our everyday lives (unless your everyday life exposes you to particle
accelerators or high-energy cosmic rays).

So, Wilson says, quantum field theory comes automatically equipped with a
very natural way to create effective theories: keep track of only the long-
wavelength/low-energy vibrations in the fields. The short-wavelength/high-
energy vibrations are still there, but as far as the effective theory is concerned, all
they do is affect how the long-wavelength vibrations behave. Effective field
theories capture the low-energy behavior of the world, and by particle-physics
standards, everything we see in our daily lives is happening at low energies.

For example, we know that protons and neutrons are made out of up quarks
and down quarks, held together by gluons. The quarks and gluons, zipping



around at high energies inside the protons and neutrons, are short-wavelength
field vibrations. We don’t need to know anything about them to talk about
protons and neutrons and how they interact with each other. There is an effective
field theory of protons and neutrons that works perfectly well, as long as we
don’t zoom in so closely that we can see the individual quarks and gluons.

This simple example highlights important aspects of how effective theories
work. For one thing, notice that the actual entities we’re talking about—the
ontology of the theory—can be completely different in the effective theory from
that of a more comprehensive microscopic theory. The microscopic theory has
quarks; the effective theory has protons and neutrons. It’s an example of
emergence: the vocabulary we use to talk about fluids is completely different
from that of molecules, even though they can both refer to the same physical
system.

Two features characterize how wonderfully simple and powerful effective
field theories are. First, for any one effective theory, there could be many
different microscopic theories that give rise to it. That’s multiple realizability in
the context of quantum physics. Consequently, we don’t need to know all the
microscopic details to make confident statements about macroscopic behavior.
Second, given any effective theory, the kinds of dynamics it can have are
generally extremely limited. There simply aren’t that many different ways that
quantum fields can behave at low energies. Once you’ve told me what particles
are in your theory, all I need to do is measure a few parameters like their masses
and interaction strengths, and the theory is completely specified. It’s like the
planets orbiting the sun; it doesn’t make a single whit of difference that Jupiter is
a hot gas giant and Mars is a cold rocky planet; they both move on orbits such
that their centers of mass are obeying Newton’s laws.

This is why we’re so confident the Core Theory is basically correct in its
domain of applicability. Even if there were something utterly different at the
microscopic level—not a field theory at all, perhaps not even space or time as
we understand them—the emergent effective theory would still be an ordinary
field theory. The fundamental stuff of reality might be something wholly distinct
from anything any living physicist has ever imagined; in our everyday world,
physics will still work according to the rules of quantum field theory.

EUS

All of which is enormously frustrating if you’re a physicist who wants to
construct a Theory of Everything, but the flip side is that we have a really good
handle on the Theory of Some Low-Energy Things—in particular, the kinds of
things we encounter in our everyday lives.



We know that the Core Theory isn’t the final answer. It doesn’t account for
the dark matter that dominates the matter density of the universe, and neither
does it describe black holes or what happened at the Big Bang.

We can, therefore, imagine improving it by adding some as-yet-unknown
“new physics,” which would be enough to account for astrophysical and
cosmological phenomena. Then we can describe the domains of applicability of
various theories in the kind of Venn diagrams we looked at in chapter 12.
Astrophysics needs more than the Core Theory, but our everyday experience is
well within its domain of applicability.

Underlying Reality

Core Theory + New Physics

Core Theory

Astrophysics
& Cosmology

Everyday
Experience

Another way of conveying the same idea is to think about which phenomena
depend on which other phenomena—what supervenes on what, as the
philosophers would say. This is shown in the next figure. Astrophysical
phenomena depend on the Core Theory, but also on new physics. And
everything, of course, depends on the same underlying reality. But crucially, the
emergent phenomena we see in our everyday lives do not depend on dark matter
or other new physics. Moreover, they only depend on underlying reality through
their dependence on the Core Theory particles and interactions. That’s the power
of effective field theory. All sorts of microscopic quantum-gravitational
craziness could be breaking out deep within the underlying reality, but none of
that matters for the behavior of chairs and cars and central nervous systems; it’s
all subsumed in the effective field theory of the Core Theory.
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Different ways of talking about the world, and how they relate to each other. Solid arrows indicate how one
theory depends on another; for example, astrophysics depends on the Core Theory and also on dark matter
and dark energy. Dashed arrows show dependencies that could have existed but don’t; everyday life does
not depend on dark matter, and depends on underlying reality only through the Core Theory.

The strength of effective field theory is what allows us to assert “This time is
different” when we make our audacious claim that the laws of physics
underlying everyday life are completely known. When Newton and Laplace
contemplated the glory of classical mechanics, they may very well have
considered the possibility that it would someday have to be superseded by more
comprehensive theories.

And eventually it was—Dby special relativity, general relativity, and quantum
mechanics. Newtonian theory is a good approximation in a certain domain of
applicability, but ultimately it breaks down and we need a better description of
reality.

What’s new is that Newton and Laplace, even if they had thought of their
ideas as only accurate in a certain regime, had no way of knowing how far that



regime extended. Newtonian gravity works very well for the Earth or Venus; it
eventually starts breaking down when we consider the orbit of Mercury, whose
tiny precession became some of the strongest evidence in favor of Einstein’s
general relativity. But Newton would have had no idea how far his theory might
be accurate.

With effective field theory, however, that’s exactly what we have. An
effective field theory describes everything that happens to a certain set of fields,
as long as the energies are lower than a certain cutoff, and distances are larger
than a certain lower limit (as set by experiment). Once we have the parameters
of the effective theory pinned down, we know what will happen to our fields in
any experiment we can imagine within its domain of applicability, even if we
haven’t done that experiment yet.

It’s this special feature of quantum field theory that gives us the confidence to
make such audacious claims about the scope of our knowledge.

EUS

There are a million ways to misinterpret “The laws of physics underlying
everyday life are completely known.” While it’s an undeniably bold claim, it
would be easy to mistake it for something even more grandiose than it actually
is, and then dismiss that exaggerated claim. It certainly does not imply that we
know all of physics.

Nor does it, by any wild stretch of the imagination, imply that we know how
everything works at the level of the everyday. Nobody in their right mind thinks
that we have, or are close to having, complete theories of biology or
neuroscience or the weather, or for that matter of the flow of electricity through
ordinary materials. Those phenomena need to be compatible with the Core
Theory, but the phenomena themselves are emergent. As we discussed in chapter
12, understanding emergent phenomena is a matter of discovering new
knowledge—finding those patterns (where they exist) that allow us to describe
simple behaviors out of many underlying moving parts. Sometimes the simple
demand of compatibility with an underlying theory tells us a great deal, as in the
case of planets moving around the sun. Conservation of momentum immediately
tells us that the Earth won’t go careening off in a random direction; the absence
of long-range forces other than gravity and electromagnetism tells us that you
can’t bend spoons with your mind. But for the most part, there is a wide gap
between knowing a theory at one level and knowing the emergent theories that
are related to it by coarse-graining.

The success of the Core Theory, and our understanding of its domain of
applicability, thanks to the principles of effective field theory, implies that there



is an enormous presumption (a high Bayesian credence) in favor of
understanding macroscopic phenomena in terms that are compatible with the
underlying laws of physics. There can always be exceptions. But as David Hume
would have said, if you believe that any one particular case is a true example of
the Core Theory being violated, your evidence in favor of it needs to be strong
enough to overcome the enormous amounts of evidence to the contrary.

Even accepting that science never proves anything and that surprises are always
possible, there are still some small loopholes in our arguments that the laws of
physics underlying everyday life are completely known. It would be
intellectually dishonest not to acknowledge them, so here we go.

The most straightforward loophole would be if quantum field theory were just
flat-out wrong in the domain that includes everyday life. For example, if there
were physical effects that stretched from one particle to another, but not via
anything like a quantum field. This seems very unlikely, on general grounds;
once you accept the basic principles of relativity and quantum mechanics, you
are more or less forced into accepting quantum field theory. In regions where
gravity is strong, like the Big Bang and black holes, field theory may very well
break down. There aren’t any black holes in your living room, happily. But for
the sake of completeness, we should admit that it’s always a possibility.

The second possible loophole, arguably more plausible than the first, is the
looming problem that we don’t fully understand quantum mechanics. It’s
possible that we have in hand all of the basic pieces of quantum ontology (wave
functions, the Schrodinger evolution equation), and the foundational work that
remains is to interpret how that formalism describes the real world. In that case,
this loophole closes with a slam. Indeed, in all of the most popular approaches to
quantum mechanics, there really isn’t any loophole here at all; there’s no place in
quantum dynamics for the general principles of effective field theory to be
violated.

But because we don’t all agree on the correct formulation of quantum
mechanics, it’s conceivable that none of the most popular alternatives is correct.
We can imagine that the correct theory of quantum mechanics will ultimately tell
us that wave functions don’t really collapse randomly, for example; perhaps
there are subtle features of quantum measurement that have thus far eluded
experimental detection, but will end up playing an important role in how we
come to understand biology or consciousness. It’s possible.

Another loophole is the possibility that “new physics” lurks not in new
dynamic laws but in something we don’t yet appreciate about the initial



conditions of the universe. A kind of prearrangement, rather than predestination.
The early universe seems to have been a very simple, low-entropy place, which
means (following Boltzmann’s definition of entropy) there aren’t many states it
could have been in. But it’s at least conceivable that it was in a very special state
featuring extremely subtle correlations that work to influence our world today.
We have no direct reason to believe that’s true, but it deserves a place on our list
of loopholes.

Finally, there is the manifest loophole that describing the world in terms of
physics alone might not be good enough. There might be more to reality than the
physical world. We’ll leave serious discussion of that possibility for chapter 41.

The most likely scenario for future progress is that the Core Theory continues
to serve as an extremely good model in its domain of applicability while we push
forward to understand the world better at the levels above, below, and to the side.
We used to think that atoms consisted of a nucleus and some electrons orbiting
around it; now we know that the nucleus is made of protons and neutrons, which
are in turn made of quarks and gluons. But we didn’t stop believing in nuclei
when we learned about protons and neutrons, and we didn’t stop believing in
protons and neutrons when we learned about quarks and gluons. Likewise, even
after another hundred or thousand years of scientific progress, we will still
believe in the Core Theory, with its fields and their interactions. Hopefully by
then we’ll be in possession of an even deeper level of understanding, but the
Core Theory will never go away. That’s the power of effective theories.
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Why Does the Universe Exist?

I fell in love with the universe at an early age. Lying in bed at night, ready to fall
asleep, I’d often be thinking about the expansion of space, and what things
were like back near the Big Bang, and what other kinds of universes could exist
—until I would come to the thought: What if our universe hadn’t existed at all?
What if there were simply nothing? That would be it. No sleep for me that night.

These are classic questions, and behind them lurks a conviction that the
existence of the universe demands some kind of explanation. In a 1697 essay
entitled “On the Ultimate Origin of Things,” Gottfried Leibniz—whom we
remember as the proponent of the Principle of Sufficient Reason and the
Principle of the Best, as well as the coinventor of calculus—argued that we
should be somewhat surprised that anything exists at all. Nothingness, after all,
is simpler than any one particular existing thing ever could be; there is only one
nothing, and many kinds of something. More recently, British philosopher Derek
Parfit has sympathized, saying that “it can seem astonishing that anything
exists.”

Just because these questions are common, it doesn’t mean they’re the right
ones to ask. Sidney Morgenbesser, a much-beloved professor of philosophy at
Columbia University, renowned for his aphoristic wisdom, was once asked,
“Why is there something, rather than nothing?”

“If there were nothing,” Morgenbesser immediately replied, “you’d still be
complaining.”

Beyond the worries and the witticisms, there are two interesting questions
facing us, similar-sounding but different in important ways.

1. Could the universe, possibly, simply exist? Can we at least
imagine reasonable scenarios in which the universe simply is, all
by itself, or is it necessary to imagine something outside the
universe in order to account for its existence?



2. What is the best explanation for the existence of the universe? If
we need to invoke something outside the universe to account for
its existence, what is that thing? And is it better or simpler to not
invoke anything additional at all?

Following Aristotle, the fact that the universe exists is often cited as evidence
in favor of the existence of God. The universe is specific and contingent, the
argument goes; it could easily have been otherwise. So there must be something
that explains the universe, and then something that explains that thing, and so on
through the chain of reasons. To avoid diving down a rabbit hole of infinite
regress, we need to invoke a necessary being—one that must exist and could not
have been otherwise, and therefore requires no explanation. And that being is
God.

Poetic naturalists don’t like to talk about necessities when it comes to the
universe. They prefer to lay all the options on the table, then try to figure out
what our credences should be in each of them. Maybe there is an ultimate
explanation; maybe there is an infinite chain of explanations; maybe there is no
final explanation at all. The progress of modern physics and cosmology has sent
a fairly unequivocal message: there’s nothing wrong with the universe existing
without any external help. Why it exists the particular way it does, rather than
some other way, is worth exploring.

Let’s start with the relatively straightforward, science-oriented question: could
the universe exist all by itself, or does it need something to bring it into
existence?

As Galileo taught us, one of the foundational features of modern physics is
that objects can move, and tend to do so, without any need for an external cause
or mover. Roughly speaking, the same goes for the universe. The scientific
question to ask isn’t “What caused the universe?” or “What keeps the universe
going?” All we want to know is “Is the existence of the universe compatible with
unbroken laws of nature, or do we need to look beyond those laws in order to
account for it?”

This question is complicated by the fact that we don’t know what the ultimate
laws of nature actually are. Consider an issue that is inextricably tied to why the
universe exists: has it existed forever, or did it come into existence at some
particular moment, presumably the Big Bang?

Nobody knows. If we were Pierre-Simon Laplace, who believed in the
classical physics of Newton and scoffed at the idea that God would ever interfere



in the workings of nature, the answer would be easy: the universe exists forever.
Space and time are fixed and absolute, and it doesn’t really matter what happens
to the stuff that is moving around inside space. Time stretches from the infinite
past to the infinite future. Of course you are always welcome to consider other
theories, but in unmodified Newtonian physics the universe has no beginning.

Then in 1915 along comes Einstein and his theory of general relativity. Space
and time are subsumed into a four-dimensional spacetime, and spacetime is not
absolute—it is dynamic, stretching and twisting in response to matter and
energy. Not long thereafter, we learned that the universe is expanding, which led
to the prediction of a Big Bang singularity in the past. In classical general
relativity, the Big Bang is the very first moment in the history of the universe. It
is the beginning of time.

Then in the 1920s we stumbled across quantum mechanics. The “state of the
universe” in quantum mechanics isn’t simply a particular configuration of
spacetime and matter. The quantum state is a superposition of many different
classical possibilities. This completely changes the rules of the game. In classical
general relativity, the Big Bang is the beginning of spacetime; in quantum
general relativity—whatever that may be, since nobody has a complete
formulation of such a theory as yet—we don’t know whether the universe has a
beginning or not.

There are two possibilities: one where the universe is eternal, one where it
had a beginning. That’s because the Schrodinger equation of quantum mechanics
turns out to have two very different kinds of solutions, corresponding to two
different kinds of universes.

One possibility is that time is fundamental, and the universe changes as time
passes. In that case, the Schrédinger equation is unequivocal: time is infinite. If
the universe truly evolves, it always has been evolving and always will evolve.
There is no starting and stopping. There may have been a moment that looks like
our Big Bang, but it would have only been a temporary phase, and there would
be more universe that was there even before the event.

The other possibility is that time is not truly fundamental, but rather
emergent. Then, the universe can have a beginning. The Schrédinger equation
has solutions describing universes that don’t evolve at all: they just sit there,
unchanging.

You might think that’s simply a mathematical curiosity, irrelevant to our
actual world. After all, it seems pretty obvious that time does exist, and that it’s
passing all around us. In a classical world, you’d be right. Time either passes or
it doesn’t; since time seems to pass in our world, the possibility of a timeless
universe isn’t very physically relevant.



Quantum mechanics is different. It describes the universe as a superposition
of various classical possibilities. It’s like we take different ways a classical world
could be and stack them on top of each other to create a quantum world. Imagine
that we take a very specific set of ways the world could be: configurations of an
ordinary classical universe, but at different moments in time. The whole universe
at 12:00, the whole universe at 12:01, the whole universe at 12:02, and so on—
but at moments that are much closer together than a minute apart. Take those
configurations and superimpose them to create a quantum universe.

That’s a universe that is not evolving in time—the quantum state itself simply
is, unchanging and forever. But in any one part of the state, it looks like one
moment of time in a universe that is evolving. Every element in the quantum
superposition looks like a classical universe that came from somewhere, and is
going somewhere else. If there were people in that universe, at every part of the
superposition they would all think that time was passing, exactly as we actually
do think. That’s the sense in which time can be emergent in quantum mechanics.
Quantum mechanics allows us to consider universes that are fundamentally
timeless, but in which time emerges at a coarse-grained level of description.

And if that’s true, then there’s no problem at all with there being a first
moment in time. The whole idea of “time” is just an approximation anyway.

I’m not making this up—this kind of scenario is exactly what was
contemplated by physicists Stephen Hawking and James Hartle back in the early
1980s, when they helped pioneer the subject of “quantum cosmology.” They
showed how to construct a quantum state of the universe in which time isn’t
truly fundamental, and in which the Big Bang represents the beginning of time
as we know it. Hawking went on to write A Brief History of Time, and become
the most famous scientist of the modern age.

EUS

The idea of the universe having a beginning—whether time is fundamental or
emergent—suggests to some people that there must be something that brought it
into being, and typically that something is identified with God. This intuition is
codified in the cosmological argument for God’s existence, an idea that traces its
lineage back at least as far as Plato and Aristotle. In recent years it has been
championed by theologian William Lane Craig, who puts it in the form of a
syllogism:

1. Whatever begins to exist, has a cause.
2. The Universe begins to exist.
3. Therefore, the Universe had a cause.



As we’ve seen, the second premise of the argument may or may not be
correct; we simply don’t know, as our current scientific understanding isn’t up to
the task. The first premise is false. Talking about “causes” is not the right
vocabulary to use when thinking about how the universe works at a deep level.
We need to be asking ourselves not whether the universe had a cause but
whether having a first moment in time is compatible with the laws of nature.

As we go through our lives, we don’t see random objects popping into
existence. It might be forgivable to think that, at least with a high degree of
credence, the universe itself shouldn’t simply pop into existence. But there are
two very substantial mistakes lurking beneath that innocent-sounding idea.

The first mistake is that saying that the universe had a beginning is not the
same as saying it popped into existence. The latter formulation, which is natural
from an everyday point of view, leans heavily on a certain way of thinking about
time. For something to pop into existence implies that at an earlier moment it
was not there, and at a later moment it was. But when we’re talking about the
universe, that “earlier” moment simply does not exist. There is not a moment in
time where there is no universe, and another moment in time where there is; all
moments in time are necessarily associated with an existing universe. The
question is whether there can be a first such moment, an instant of time prior to
which there were no other instants. That’s a question our intuitions just aren’t up
to addressing.

Said another way: even if the universe has a first moment of time, it’s wrong
to say that it “comes from nothing.” That formulation places into our mind the
idea that there was a state of being, called “nothing,” which then transformed
into the universe. That’s not right; there is no state of being called “nothing,” and
before time began, there is no such thing as “transforming.” What there is,
simply, is a moment of time before which there were no other moments.

The second mistake is to assert that things don’t simply pop into existence,
rather than asking why that doesn’t happen in the world we experience. What
makes me think that, despite my best wishes, a bowl of ice cream is not going to
pop into existence right in front of me? The answer is that it would violate the
laws of physics. Those include conservation laws, which say certain things
remain constant over time, such as momentum and energy and electric charge. I
can be fairly confident that a bowl of ice cream isn’t going to materialize in front
of me because that would violate the conservation of energy.

Along those lines, it seems reasonable to believe that the universe can’t
simply begin to exist, because it’s full of stuff, and that stuff has to come from
somewhere. Translating that into physics-speak, the universe has energy, and
energy is conserved—it’s neither created nor destroyed.



Which brings us to the important realization that makes it completely
plausible that the universe could have had a beginning: as far as we can tell,
every conserved quantity characterizing the universe (energy, momentum,
charge) is exactly zero.

It’s not surprising that the electric charge of the universe is zero. Protons have
a positive charge, electrons have an equal but opposite negative charge, and there
seem to be equal numbers of them in the universe, adding up to a total charge of
zero. But claiming that the energy of the universe is zero is something else
entirely. There are clearly many things in the universe that have positive energy.
So to have zero energy overall, there would have to be something with negative
energy—what is that?

The answer is “gravity.” In general relativity, there is a formula for the energy
of the whole universe at once. And it turns out that a uniform universe—one in
which matter is spread evenly through space on very large scales—has precisely
zero energy. The energy of “stuff” like matter and radiation is positive, but the
energy associated with the gravitational field (the curvature of spacetime) is
negative, and exactly enough to cancel the positive energy in the stuff.

If the universe had a nonzero amount of some conserved quantity like energy
or charge, it couldn’t have an earliest moment in time—not without violating the
laws of physics. The first moment of such a universe would be one in which
energy or charge existed without any previous existence, which is against the
rules. Bu